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#### Abstract

Although the expenses associated with DNA sequencing have been rapidly decreasing, the current cost stands at roughly $\$ 1.3 \mathrm{~K} / \mathrm{TB}$, which is dramatically more expensive than reading from existing archival storage solutions today. In this work, we aim to reduce not only the cost but also the latency of DNA storage by studying the DNA coverage depth problem, which aims to reduce the required number of reads to retrieve information from the storage system. Under this framework, our main goal is to understand how to optimally pair an errorcorrecting code with a given retrieval algorithm to minimize the sequencing coverage depth, while guaranteeing retrieval of the information with high probability. Additionally, we study the DNA coverage depth problem under the random-access setup.


## I. InTRODUCTION

As a result of its remarkable density and durability, DNA is a promising storage medium. One of the main components in any DNA storage system [1], [8], [17], [23] is a DNA sequencer, which reads back the user's pre-stored information. Nowadays, DNA sequencers suffer from relatively slow throughput as well as high costs relative to other alternative storage technologies [19], [24], [25]. These issues are related to the so-called coverage depth of DNA storage, which is defined as the ratio between the number of reads that are sequenced and the number of synthesized oligos [12]. Reducing the coverage depth can improve the latency of any existing DNA storage system and reduce its costs.

Motivated by the connection between the coverage depth, latency, and cost, in this work we initiate the study of a novel problem, referred to as the $D N A$ coverage depth problem. Simply stated, the DNA coverage depth problem aims to minimize the coverage depth while maintaining system reliability. In this work, we study the required coverage depth as a function of the DNA storage channel, the error-correcting code, and the reconstruction algorithm. Furthermore, we seek to understand how to pair an error-correcting code with a given reconstruction algorithm in order to minimize the coverage depth. This problem will be studied under both the random and non-random access settings.

The DNA coverage depth problem is related to the coupon collector's (CCP), dixie cup, and urn problems [7], [9], [10], [16]. For all these problems, it is assumed that there are $n$ different types of coupons and the question of interest is how many coupons one should collect before possessing one coupon of each type. It is well known that if the coupons are drawn uniformly at random (with repetition), then the expected

[^0]number of coupons necessary to have at least one coupon from each type is roughly $n \log n$. Under our setting, the coupons refer to the copies of the synthesized oligos and the goal is to read at least one copy of every oligo.

The CCP has several generalizations [7], [10], [16], some of which will be explored in this work. One such problem, which is referred to as the MDS coverage depth problem studied in Section III, is how many coupons one should collect before possessing $t$ copies of $k$ coupons. This generalization represents the scenario where a reconstruction algorithm that requires $t$ reads of an oligo for successful decoding is used along with an MDS code that requires retrieving $k$ out of the $n$ synthesized sequences to recover the stored encoded information. Our main result is a closed-form expression that upper bounds the expected number of coupons that need to be collected along with an upper bound that shows that in many cases the random variable of interest is, with high probability, below this upper bound. We also show that using the corresponding MDS code minimizes the expected number of coupons one needs to collect to retrieve the information.
Motivated by the random-access setting where one wishes to retrieve a single strand of DNA from a storage system, in Section IV we consider another problem that is related to the CCP, but to the best of our knowledge has not been studied before. Suppose we are given $k$ information coupons which we can encode into a set of $n$ total coupons. For any information coupon say $i$, what is the expected number of coupons that need to be collected in order to retrieve the information in coupon $i$ ? Trivially, if no code is used, then the expected number of coupons that need to be collected is equal to $k$. In Section IV, we initiate the study of this problem, which we refer to as the singleton-random-access problem. Our main result shows that it is indeed possible to design coding schemes that allow random access that requires less than $k$ coupons and provide an example of such a scheme.
This paper is organized as follows. Section II, introduces the definitions that are used throughout the paper. Section III presents our results for the MDS coverage depth problem. We also show that in several instances MDS codes are optimal in the sense that they minimize the expected number of strands necessary for retrieval. Section IV introduces and presents our results for the singleton-random-access problem. Due to space limitations, some of the proofs can be viewed in the extended version of this paper [2].

## II. Definitions and Channel Model

In the typical model of DNA-based storage systems [8], [17], [23], the data is stored as a codeword that can be described by a vector of length- $\ell$ sequences or strands over the alphabet $\Sigma=\{A, C, G, T\}$. In many cases an outer error-
correcting $\mathcal{C}$ is used to encode the data over the length- $\ell$ sequences, so it is assumed that the outer code $\mathcal{C}$ receives a vector of $k$ length- $\ell$ sequences, $\mathcal{U}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \in$ $\left(\Sigma^{\ell}\right)^{k}$ and returns a vector of $n$ length $\ell$ sequences $\mathcal{X}=$ $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right) \in\left(\Sigma^{\ell}\right)^{n}$. The vector $\mathcal{X}$ is the input to the DNA storage system which we now describe in more detail.
The DNA storage channel, denoted by S, first produces several noisy copies for each of the strands in $\mathcal{X}$. Then, these noisy copies are amplified using PCR, and lastly a sample of $M$ of these strands is sequenced using a DNA sequencing technology [12]. Therefore, the output of the DNA storage channel can be described as a multiset $\mathcal{Y}_{M}=\left\{\left\{\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{M}\right\}\right.$, where each $\boldsymbol{y}_{j} \in \Sigma^{*}$ for $j \in[M]$ is called a read and is a noisy version of some $\boldsymbol{x}_{i}, i \in[n]$, where $[n]$ denotes the set $\{1, \ldots, n\}$. The number of reads in $\mathcal{Y}_{M}$ that are noisy copies of the $i$-th strand $\boldsymbol{x}_{i}, i \in[n]$, depends upon some probability distribution $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$, where for $i \in[n], p_{i}$ is the probability to sample a read of $\boldsymbol{x}_{i}$. The probability distribution $\boldsymbol{p}$ is a function of the DNA storage channel S and is referred by the channel probability distribution, or in short channel distribution; Note that $\boldsymbol{p}$ might also depend on the design of the DNA strands in $\mathcal{X}$, however for simplicity, in this work we assume that $\boldsymbol{p}$ is only a function of the channel S .
Remark 1. Note that in several works; see e.g. [15], [21], it is assumed that a set (and not a vector) of strands is stored in the DNA storage system. However, since the strands in these sets are anyway tagged by indices, we assume for simplicity that the information is a vector of strands. Furthermore, it may also be possible that every strand is encoded using an inner code [8], [17]. Nevertheless, since this part is independent of our study in this work, it is not treated as part of the encoding step. Still, it is taken into account in the success probability of a retrieval algorithm, as will be explained next.

The decoding process of $\mathcal{X}$ (and thus $\mathcal{U}$ ) starts with partitioning the reads in $\mathcal{Y}_{M}$ into groups, also called clusters, according to their origin strand, i.e., for $i \in[n]$, the $i$-th cluster should contain all the reads $\boldsymbol{y}_{j}$ that are noisy copies of $\boldsymbol{x}_{i}$. To simplify the analysis, we assume that this step is accomplished error-free. In practice, this assumption can be reached using indices in the sequences which can be further protected using some error-correcting code [23]. Hence, the probability of successfully retrieving $\mathcal{X}, \mathcal{U}$ mainly depends on the following two components of the solution being used.

1) Error-correcting code. When $\mathcal{X}$ is a codeword in some error-correcting code $\mathcal{C}$, it is possible to successfully retrieve $\mathcal{X}$ even if not all of its $n$ strands were decoded successfully. In particular, if $\mathcal{C}$ is an $[n, k]$ MDS code, then any $k$ strands are sufficient to decode the data.
2) The retrieval algorithm. The success probability to retrieve the strand $\boldsymbol{x}_{i}$ also depends on the retrieval algorithm, which aims to decode a sequence using several of its noisy copies [3]. Typically, this probability depends on the number of noisy copies, the channel error rates, and the use of an inner code in the strands.
The main goal of this paper is to study the required sample size $M$ that guarantees successful decoding of the information. According to our model, this sample size depends on the channel, the error-correcting code, and the channel probability
distribution $\boldsymbol{p}$. We study two main problems in the following two sections. Section III covers the case where the goal is to retrieve the information vector $\mathcal{U}$, while in Section IV the goal is to retrieve a single information strand in $\mathcal{U}$, i.e., some $\boldsymbol{u}_{i}$, for $i \in[k]$. For these problems, we calculate the expected required sample size for noiseless/noisy channels and study how it can be minimized using coding schemes.
Remark 2. The analysis presented in this work relies on the assumption that the reads are received sequentially from the DNA storage channel. This is indeed the case when using Nanopore sequencing [22]. Moreover, we note that even in the case where the reads are obtained altogether, our results are relevant as we show that the required number of reads in the sequential case is with high probability below our bound.
Throughout this paper, we will use the notation log to denote natural logarithms with base $e$.

## III. Coverage Depth in the DNA Storage Channel

This section studies the required sample size to retrieve the information vector $\mathcal{U}$ as a function of the DNA storage channel, the error-correcting code, and the retrieval algorithm. Under this framework, our goal is to understand how to optimally pair an error-correcting code with a given retrieval algorithm in order to minimize the sample size, while guaranteeing successful decoding with high probability.
The code $\mathcal{C}$ is denoted by $(n, k)$ or $[n, k]$ to indicate that it is an MDS code. To simplify the analysis, it is further assumed that the retrieval algorithm is characterized by $t \in \mathbb{N}$ which indicates for every strand $x_{i}$ the required minimum number of noisy reads that guarantee its successful retrieval. The decoding of $\mathcal{U}$ is successful when "enough unique strands" are successfully recovered by the retrieval algorithm (i.e., these are the strands with at least $t$ reads). Here, enough refers to sets of unique strands which allow to decode the information vector $\mathcal{U}$. For example, for MDS codes, this refers to any $k$ out of the $n$ strands. According to this characterization, we let $\nu_{t}^{\boldsymbol{p}}(\mathcal{C})$ be the random variable that governs the number of reads that should be sampled for successful decoding of $\mathcal{U}$. When $\mathcal{C}$ is an $[n, k]$ MDS code, this notation is replaced by $\nu_{t}^{\boldsymbol{p}}(n, k)$. The uniform distribution is denoted by $\boldsymbol{p}_{u} \triangleq\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$ and for brevity, we let $\nu_{t}(n, k) \triangleq \nu_{t}^{\boldsymbol{p}_{u}}(n, k)$. The two main problems of this section are defined below.
Problem 1. (The MDS coverage depth problem.) For given values of $k$ and $n$, find the followings.

1) The expectation value $\mathbb{E}\left[\nu_{t}(n, k)\right]$.
2) The probability distribution of $\nu_{t}(n, k)$, i.e., for any $m \in \mathbb{N}$ find the value of $P\left[\nu_{t}(n, k)>m\right]$.
Problem 2. (The coding coverage depth problem.) For a given value of $k$, find the following.
3) Given $n$ and $\boldsymbol{p}$, find an $(n, k)$ code $\mathcal{C}$ that is optimal with respect to minimizing $\mathbb{E}\left[\nu_{t}^{p}(\mathcal{C})\right]$.
4) The minimum value of $\mathbb{E}\left[\nu_{t}^{p}(\mathcal{C})\right]$ over all possible codes $\mathcal{C}$ and channel distributions $\boldsymbol{p}$. That is, find the value $\mathrm{M}^{o p t}(k) \triangleq \liminf _{\mathcal{C}, \boldsymbol{p}}\left\{\mathbb{E}\left[\nu_{t}^{\boldsymbol{p}}(\mathcal{C})\right]\right\}$.
This section first presents a survey of related work and known results. Next, Problem 2 is solved for the noiseless channel in Theorems 2 and 3. The solution to Problem 1.1 is in fact a known result and the expectation is given in (1).

However, we present in Theorem 5 a random variable, which is closely related to this value and is easier to compute, and a lower bound on its expectation. Furthermore, Theorem 4 shows an upper bound for the value in Problem 1.2, which also implies an upper bound for the value in Problem 1.1.

## A. Related Work

For the noiseless channel, it is sufficient to have a single read of each $\boldsymbol{x}_{i}, i \in[n]$, to retrieve it. We note that if the channel distribution is the uniform distribution $\boldsymbol{p}_{u}$, and no code is defined on the data (i.e., $k=n$ ) then Problem 1.1 is equivalent to the classical coupon collector's problem [9]. This problem was first studied by Feller [9] where it was referred to as the dixie cup problem. Under the assumption that we have $n$ coupons and it is equally likely to collect any coupon, the expected number of draws (i.e., sample size) required to get a single copy for each coupon is $\mathbb{E}\left[\nu_{1}(k=n, n)\right]=n \log n+\gamma n+\mathcal{O}(1)$, where $\gamma \sim 0.577$ is the Euler-Mascheroni constant. Furthermore, it was also proven [10] that $\mathbb{E}\left[\nu_{1}(n, k)\right]=n\left(H_{n}-H_{n-k}\right)$, where $H_{n}$ is the $n$-th harmonic number. It is well-known that when $n-k \rightarrow \infty$ and $\frac{n}{n-k}<\infty$, this expression is roughly $\mathbb{E}\left[\nu_{1}(n, k)\right] \approx n \log (n)-n \log (n-k)=n \log \left(\frac{n}{n-k}\right)$.
For noisy channels, i.e., $t>1$, the problem is closely related to the classical urn problem [7], [16]. Suppose there are $n$ labeled urns and each can be filled with identical balls. At every round, a ball is thrown into one of the urns randomly. In each round the probability of throwing a ball to the $j$-th urn is denoted by $p_{j}$, for $1 \leq j \leq n$, and we let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$. In [16], it was shown that in order to have $t$ balls in each urn (or equivalently $t$ copies per coupon), the expected sample size is $\mathbb{E}\left[\nu_{t}(k=n, n)\right]=n \log n+n(t-1) \log \log n+n C_{t}+o(n)$, where $C_{t}$ is a constant that depends on $t$. Following that, Erdős and Rényi [7] proved that the distribution is tightly concentrated around the expectation. Flajolet et al. [10] generalized these results to a general discrete distribution on the coupons/balls and proved that the expected sample size to have at least $t$ copies/balls for $k$ out of the $n$ coupons/urns is
$\mathbb{E}\left[\nu_{t}^{p}(n, k)\right]=\sum_{q=0}^{k-1} \int_{0}^{\infty}\left[u^{q}\right] \prod_{i=1}^{n}\left(e_{t-1}\left(p_{i} v\right)+u\left(e^{p_{i} v}-e_{t-1}\left(p_{i} v\right)\right)\right) e^{-v} d v$,
where $e_{t}(x)=\sum_{i=0}^{t} \frac{x^{i}}{i!}$ and for a polynomial $Q(u),\left[u^{q}\right] Q(u)$ is the coefficient of $u^{q}$ in $Q(u)$. This known result solves Problem 1.1, not only for $\boldsymbol{p}_{u}$ but for any channel distribution. As can be seen, for practical purposes, the expression in (1) is not easy to calculate. Hence, in Section III-C we solve a closely related problem and present a closed-form expression.
B. The Coding Coverage Depth Problem - Noiseless Channel

In this section, we focus on the setup where the channel is noiseless which refers to $t=1$. Under this setup, the minimum sample size $M$ is equivalent to the quantity which is governed by $\nu_{1}^{\boldsymbol{p}}(n, k)$. Our main result is to solve Problem 2 and to show that MDS codes are optimal for any channel distribution. Furthermore, we show that $\mathbb{E}\left[\nu_{1}^{\boldsymbol{p}}(n, k)\right]$ is minimized when $\boldsymbol{p}$ is the uniform distribution.
In light of the existing results and as a first step toward obtaining Theorem 3, we first show that for the uniform channel distribution, $\mathbb{E}\left[\nu_{1}(n, k)\right]$ decreases as $n$ increases.

Claim 1. For all $n \geq k, \mathbb{E}\left[\nu_{1}(n, k)\right]>\mathbb{E}\left[\nu_{1}(n+1, k)\right]$.
The next claim solves Problem 2.1 and states that given $k$ information strands, for any channel distribution $\boldsymbol{p}$, using an $[n, k]$ MDS code results with the minimal expectation compared to any other length- $n$ codes. This can be verified by showing that the number of subsets of size $k$ sufficient to retrieve the information is maximized by MDS codes.
Claim 2. Given $k, n$ and $\boldsymbol{p}$, and an $(n, k)$ code $\mathcal{C}$ which is not an MDS code. It holds that, $\mathbb{E}\left[\nu_{1}^{p}(n, k)\right] \leq \mathbb{E}\left[\nu_{1}^{p}(\mathcal{C})\right]$.

The next theorem states that, when using an MDS code, $\mathbb{E}\left[\nu_{1}^{\boldsymbol{p}}(n, k)\right]$ is minimized when $\boldsymbol{p}=\boldsymbol{p}_{u}$.
Theorem 1. For any $\boldsymbol{p}, \mathbb{E}\left[\nu_{1}^{\boldsymbol{p}}(n, k)\right] \geq \mathbb{E}\left[\nu_{1}(n, k)\right]$.
Theorem 1, together with the above claims imply a lower bound on $\mathbb{E}\left[\nu_{1}^{p}(n, k)\right]$, which is given next.
Theorem 2. For any channel distribution $\boldsymbol{p}$ it holds that, $\mathbb{E}\left[\nu_{1}^{p}(n, k)\right] \geq \mathbb{E}\left[\nu_{1}(n, k)\right]=\sum_{i=0}^{k-1} \frac{n}{n-i} \approx n \log \left(\frac{n}{n-k}\right)$.
Finally, we give the asymptotic value for $\mathbb{E}\left[\nu_{1}(n, k)\right]$.
Theorem 3. If $\frac{k}{n}=R$, for fixed $0<R<1$, we have that, $\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[\nu_{1}(n, k=n R)\right]}{k}=\frac{1}{R} \log \left(\frac{1}{1-R}\right)$. Otherwise, for any fixed $k$, it holds that, $\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[\nu_{1}(n, k=n R)\right]}{k}=1$.
C. The MDS Coverage Depth Problem - Noisy Channel

In this section a noisy channel with uniform distribution is considered. Under this setup, we assume the data is encoded with an $[n, k]$ MDS code and that each strand $\boldsymbol{x}_{i}$ can be retrieved given $t>1$ reads, which are noisy copies of it, and cannot be retrieved given less than $t$ reads.

Our main result in this section is Theorem 4, in which an upper bound on the probability distribution of $\nu_{t+1}(k, n)$ (Problem 1.2) is given. This theorem is stated as follows.
Theorem 4. For $n$ large enough and $\frac{r_{x}}{n} \geq t-1$, we have

$$
P\left[\nu_{t+1}(n, k)>r_{x}\right] \leq 1-e^{-\frac{e^{-x}}{(t-1)!}} .
$$

In particular, for any $\varepsilon>0$, if at least $r_{x}$ reads are sampled for $x=-\log \left((t-1)!\cdot \log \left((1-\varepsilon)^{-1}\right)\right)$ and $r_{x}$ as in (2), then the probability to fail to decode the information is at most $\varepsilon$.

The above theorem implies that when sampling more (or less) than $r_{0}$ reads, the upper bound on $P\left[\nu_{t+1}(n, k)>r_{0}\right]$ approaches zero (or one) according to a double exponential function. Thus, it can be said that the above probability is tightly concentrated below $r_{0}$ and hence we believe that $r_{0}$ is a closed-form expression that approximates $\mathbb{E}\left[\nu_{t}(n, k)\right]$.
To prove Theorem 4 we recall that within the context of the urn problem (see Section III-A), the random variable $\nu_{t+1}(n, k)$ denotes the number of balls (or rounds) necessary to guarantee that we have a set of $k$ urns where each urn has at least $t+1$ balls. For shorthand, for $x \in \mathbb{R}$, we let

$$
\begin{equation*}
r_{x}=n \log \left(\frac{n}{n-k}\right)+n t \log \log n+2 n \log (t+1)+n x \tag{2}
\end{equation*}
$$

If $r_{x}$ balls are drawn, then our main result, which is formally stated in Theorem 4, is to show that the probability that there are at least $k$ urns each with at least $t+1$ balls is no more than $1-e^{-\frac{e^{-x}}{(t-1)!}}$. Analogous to the approach used in the previous section, we will show that if the number of balls thrown is at least $r_{x}$, then the probability to have a most $n-k+1$ urns which are not filled with $t+1$ balls is upper bounded
by $1-e^{-\frac{e^{-x}}{(t-1)!}}$. The approach leveraged in this section is based on a technique first employed by Erdős and Rényi in [7] where they derived a concentration result for the classical urn problem that holds precisely when $n=k$. In the following, we show that a similar result holds for a more general setup. First, the following two related events are considered.
$E_{<, s}^{(r)}$ : After $r$ rounds, there exists a set $S_{<, s}$, of $n-k+1$ urns, each containing less than $s$ balls. This event is our main interest in the section where $s=t+1$.
$E_{\underline{=}}^{(r)}$ : After $r$ rounds, there exists a set $S_{=}$, of $n-k+1$ urns, each containing less than $t+1$ balls and there exists at least one urn in $S_{=}$with exactly $t$ balls.
At a high level, the proof works as follows. We first prove that $P\left(E_{<, t+1}^{(r)}\right)-P\left(E_{\stackrel{(r)}{(r)}}^{)} \leq P\left(E_{<, t}^{(r)}\right)\right.$. Afterwards, we show that the probability of $E_{<, t}^{\left(r_{x}\right)}$ approaches zero when $n$ is large. Thus, $P\left(E_{\underline{-}}^{\left(r_{x}\right)}\right)$ can be used to approximate $P\left(E_{<, t+1}^{\left(r_{x}\right)}\right)$ when
 which implies our main result in Theorem 4.
Claim 3. For any real $x, P\left(E_{<, t+1}^{\left(r_{x}\right)}\right)-P\left(E_{=}^{\left(r_{x}\right)}\right) \leq P\left(E_{<, t}^{\left(r_{x}\right)}\right)$. Claim 4. For $n$ large enough and $\frac{r_{x}}{n} \geq t-1, P\left(E_{<, t}^{\left(r_{x}\right)}\right) \rightarrow 0$.

The previous claim states that the probability that there are at least $n-k+1$ urns with less than $t$ balls goes to zero as $n$ grows. As a result of the previous two claims, we can bound the probability of $E_{<, t+1}^{\left(r_{x}\right)}$ by the probability the event $E_{=}^{\left(r_{x}\right)}$ occurs. To this end, we can work with the probability a simpler event occurs. We will consider the event that there is at least one urn (amongst all $n$ ) that contains exactly $t$ balls in it. We denote this event by $A_{t}(n)$ and $P\left(E_{=}\right) \leq P\left(A_{t}(n)\right)$. The next claim was proved in [7].
Claim 5. For $n$ large enough, $P\left(A_{t}(n)\right) \leq 1-e^{-\frac{e^{-x}}{(t-1)!}}$.
Theorem 4 follows from Claim 3, Claim 4, and Claim 5.
As mentioned above, the solution to Problem 1.1 is given in (1). Nevertheless, the expression in (1) is not a closedform expression, and thus it might be hard to compute it. For practical purposes of DNA storage systems, it is sometimes required to plan ahead and sample the number of reads that guarantees successful decoding. Hence, we turn to the following strongly related problem and give a closed-form expression to this related value. Turning back to the urn problem terminology, the goal is to find a lower bound on the number of rounds $r$, that guarantees that the expected number of urns that are not filled with $t+1$ balls is at most $n-k$. In order to derive this result, we first consider the probability that any fixed urn is not filled with $t+1$ or more balls by the $r$-th round. For $r \geq n t$, this probability is given by, $p=\sum_{j=0}^{t}\binom{r}{j} n^{-j}\left(1-\frac{1}{n}\right)^{r-j} \leq e^{-r D\left(\frac{t}{r} \| \frac{1}{n}\right)}$, where the last inequality follows from Chernoff bound [5] and $D(a \| p)$ is the Kullback-Leibler divergence which is given by $D(a \| p) \triangleq a \log _{2} \frac{a}{p}+(1-a) \log _{2} \frac{1-a}{1-p}$.

Under this setup, each of the $n$ urns can be interpreted as a Bernoulli random variable with probability $p$, which is denoted by $X_{i}^{(r)}$ for $1 \leq i \leq n$. Let $X^{(r)} \triangleq \sum_{i=1}^{n} X_{i}^{(r)}$ be the number of urns that are not filled with at least $t+1$ balls after $r$ rounds, which implies that the number of urns that have at least $t+1$ balls is $n-X^{(r)}$. Our approach will be to determine a value
for $r$, which guarantees (in expectation) that $X^{(r)}$ is at most $n-k$. From the linearity of expectation,

$$
\begin{equation*}
\mathbb{E}\left[X^{(r)}\right]=n p \leq n e^{-t \log _{2}\left(\frac{n t}{r}\right)-(r-t) \log _{2}\left(\frac{(r-t) n}{r(n-1)}\right)} \tag{3}
\end{equation*}
$$

The next claim will be used in the derivation to follow.
Claim 6. For $r \geq n t$, we have that $\mathbb{E}\left[X^{(r)}\right] \leq n-k$, if,

$$
\begin{equation*}
-\frac{r}{n t} e^{-\frac{r}{n t}} \geq-\frac{1}{e}\left(1-\frac{k}{n}\right)^{\frac{\log 2}{t}} . \tag{4}
\end{equation*}
$$

The values of $r$ for which (4) holds can be deduced using the Lambert W function [6, Section IV], [4, Theorem 1].
Theorem 5. Let $R=\frac{k}{n}$. For any $r \geq n t+n \log 2 \log (1-$ $R)+n t \sqrt{-\frac{2 \log 2}{t} \log (1-R)}$, we have that $\mathbb{E}\left[X^{(r)}\right] \leq n-k$.
Practically speaking, as mentioned above, the noisy channel fits the real scenario of DNA storage systems. Hence, it should be mentioned that a similar problem was studied experimentally by Erlich and Zielinski [8], however, with a slightly different setup. They presented the DNA fountain, a Luby transform-based scheme and assumed that the total number of reads is fixed and given (from the DNA sequencer) and it is distributed with a negative binomial distribution. Thus, they were able to calculate the average number of copies per strand and empirically evaluate the required sample size as a function of the distribution's parameters. It should be noted that they only considered reads of the design length and thus the error rates were reduced. They also evaluated how dilution affects the distribution and the required sample size.

Finally, another variation of the noisy channel $\mathcal{S}$ is studied, which is relevant to the DNA fountain [8] and similar schemes. Here, it is required to obtain a single noiseless copy from $k$ out of the $n$ synthesized strands. Assuming uniform distribution on the strands, in this channel, any sampled read is drawn noiseless with some probability $0<\alpha<1$. We use the notation of $\omega_{\alpha}(n, k)$ to denote the random variable describing the required sample size to ensure successful decoding of this case. This case is easier to analyze, and the following results can be derived using similar techniques to the one used to solve the classical coupons collector's problem [9].
Theorem 6. For any $k \leq n, \mathbb{E}\left[\omega_{\alpha}(n, k)\right]=\frac{n}{\alpha}\left(H_{n}-H_{n-k}\right)$.

## IV. Random Access

In this section we define the problem of optimizing the sample size for random access queries in DNA storage systems. In this problem, a vector of $k$ information strands, each of length $\ell, \mathcal{U}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \in\left(\Sigma^{\ell}\right)^{k}$, is encoded into a vector of $n$ strands of length $\ell, \mathcal{X}=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right) \in\left(\Sigma^{\ell}\right)^{n}$ that are stored in the DNA storage channel as described in Section II. Later, the user wishes to retrieve a subset of the $k$ information strands. In this work, we consider the special case in which this subset is a singleton, i.e., the case where the user wishes to retrieve a single information strand $\boldsymbol{u}_{i}$ for some $i \in[k]$. More formally, we are interested in the following problem.
Problem 3 (The singleton coverage depth problem). Given an $(n, k)$ code $\mathcal{C}$, for $i \in[k]$, let $\tau_{i}(\mathcal{C})$ be the random variable that denotes the number of samples to recover the $i$-th information strand. Find the following:

1) The expectation value $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]$ and the probability distribution $P\left[\tau_{i}(\mathcal{C})>r\right]$ for any $r \in \mathbb{N}$.
2) The maximal expected number of samples to retrieve an information strand, i.e., $T_{\max }^{\mathcal{C}} \triangleq \max _{1 \leq i \leq k} \mathbb{E}\left[\tau_{i}(\mathcal{C})\right]$.
When no coding is used, $\mathcal{C}$ is removed from the notations.
The next claim solves Problem 3 when no coding is used.
Lemma 1. Let $n \geq 1$. For any $1 \leq i \leq n$, we have that $\mathbb{E}\left[\tau_{i}\right]=n$ and $T_{\max }=n$. Additionally, for any $r \in \mathbb{N}$ we have that $P\left[\tau_{i}>r\right]=\left(1-\frac{1}{n}\right)^{r}$, and $P\left[\tau_{i}=r\right]=\frac{1}{n} \cdot\left(1-\frac{1}{n}\right)^{r-1}$.

Before we continue to more involved cases, we define the $n$ random variables $\widehat{\tau}_{i}(\mathcal{C}), i \in[n]$, such that $\widehat{\tau}_{i}(\mathcal{C})$ governs the required sample size to retrieve the $i$-th encoded strand. Additionally, for every set $J \subseteq[n]$, let $\widehat{\tau}_{J}(\mathcal{C}) \triangleq \max _{i \in J} \widehat{\tau}_{i}(\mathcal{C})$. These random variables are used as a technical tool in our analysis and the key idea is given in the next lemma.
Claim 7. For any $(n, k)$ code $\mathcal{C}$ and any $J \subseteq[n]$ of size $\rho$ we have that $\mathbb{E}\left[\widehat{\tau}_{J}\right]=n H_{\rho}$.

The structure of $\mathcal{C}$ defines for each information strand all possible sets of encoded strands that are sufficient for its recovery. This concept is similar to recovery sets in locally repairable codes [20] as well as the ones with availability [14].
Definition 1. Let $\mathcal{C}$ be an $(n, k)$ code. We say that $J \subseteq[n]$ is a retrieval set of the $i$-th information strand (i.e., $\boldsymbol{u}_{i}$ ) if it is possible to decode the information strand $\boldsymbol{u}_{i}$ from the encoded strands whose indices belong to $J$. The set of all retrieval sets of $\boldsymbol{u}_{i}$ is denoted by $\widehat{\mathcal{D}}(i)$, and $\mathcal{D}(i)$ is the set of all minimal retrieval sets of $\boldsymbol{u}_{i}$ (with respect to inclusion relation).

Next, we consider the case of non-systematic codes for $k=$ $n$ (i.e., $\mathcal{U} \neq \mathcal{X}$ ). Since $\mathcal{X}, \mathcal{U}$ have the same length, given any set of strands $\left\{\boldsymbol{x}_{i}: i \in J\right\}$, we can recover at most $|J|$ information strands from $\mathcal{U}$. Our goal is to extend Lemma 1 to the coded case when $k=n$ using this basic insight.
Claim 8. For any $(n=k, k)$ code $\mathcal{C}$, we have that $T_{\text {max }}^{\mathcal{C}} \geq$ $T_{\max }=n$. In particular, if we let $\rho_{i}$ be the size of the smallest retrieval set for the information strand $\boldsymbol{u}_{i}$, then $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=$ $n H_{\rho_{i}}$ and $T_{\max }^{\mathcal{C}}=n H_{\rho}$, where $\rho \triangleq \max _{i} \rho_{i}$.

Proof: If each $\boldsymbol{u}_{i}$ can be retrieved from a single strand $\boldsymbol{x}_{j}$, then we have that $T_{\max }^{\mathcal{C}}=T_{\max }=n$. Otherwise, assume w.l.o.g. that $\boldsymbol{u}_{1}$ can not be retrieved from a single strand and let $J \subseteq[n]$ be a set of minimal size $|J|=\rho_{1}$ such that $J \in \mathcal{D}(1)$. Since $k=n,|\mathcal{D}(1)|=1$, i.e. the set $J$ is unique and hence by Claim $7, \mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=\mathbb{E}\left[\widehat{\tau}_{J}(\mathcal{C})\right]=n H_{\rho_{1}}>n$, where the last inequality holds since $|J|=\rho_{1}>1$. Thus,

$$
T_{\max }^{\mathcal{C}}=\max _{1 \leq i \leq k} \mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=\max _{1 \leq i \leq k} n H_{\rho_{i}}=n H_{\rho}
$$

We continue by studying cases where $n>k$. Next, the case where the minimal retrieval sets are disjoint is considered.
Theorem 7. Let $\mathcal{C}$ be an $(n, k)$ code and $i \in[k]$. If $\mathcal{D}(i)=$ $\{A, B\}$ for two disjoint retrieval sets, i.e. $A \cap B=\emptyset$, then $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=n \cdot\left(H_{|A|}+H_{|B|}-H_{|A|+|B|}\right)$.

The proof of Theorem 7 relies on the inclusion-exclusion principle and can be extended to more than two retrieval sets. Corollary 1. For $i \in[k]$, if $\mathcal{D}(i)=\left\{A_{1}, A_{2}, \ldots, A_{v}\right\}$ for mutually disjoint retrieval sets, then

$$
\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=n \cdot \sum_{s=1}^{v}(-1)^{s+1} \sum_{1 \leq j_{1}<\cdots<j_{s} \leq v} H_{\left(\left|A_{j_{1}}\right|+\cdots+\left|A_{j_{s}}\right|\right)} .
$$

An additional conclusion from Theorem 7 is given below.

Corollary 2. Assume $\mathcal{C}$ is the $(n=k+1, k)$ simple parity code (i.e., $\mathcal{X}=\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{k}, \sum_{j=1}^{k} \boldsymbol{u}_{j}\right)$. Then, for any $i \in[k]$, we have that, $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=k$ and $T_{\max }^{\mathcal{C}}=k$.

Corollary 2 states that the simple parity code does not improve the value of $T_{\max }^{\mathcal{C}}$. This observation raises the problem of finding codes that indeed improve this parameter, and next we consider MDS codes for this purpose. First recall that by Lemma 1, if no code is used, then we have that $T_{\max }=\mathbb{E}\left[\tau_{i}\right]=k$ for any $i \in[k]$. On the other hand, if a non-systematic $[n, k]$ MDS code is used, then to retrieve any specific information strand, one should sample a subset of $k$ distinct encoded strands. Hence, by Theorem 2, for any $i \in[k]$, we have that, $T_{\max }^{\mathcal{C}} \geq \mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=\sum_{i=0}^{k-1} \frac{n}{n-i} \approx n \log \left(\frac{n}{n-k}\right)$, while by Theorem 3, if $\frac{k}{n}=R$, for fixed $0<R<1$ it follows that $T_{\max }^{\mathcal{C}} \geq \mathbb{E}\left[\tau_{i}(\mathcal{C})\right]>k$. Next, the case where $\mathcal{C}$ is a systematic MDS code is analyzed.
Theorem 8. Let $\mathcal{C}$ be a systematic $[n, k]$ MDS code and assume that $k>\frac{n}{2}$. For any $i \in[k]$ we have that $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]=k$.

In all the codes we studied so far, the expected number of reads to retrieve a single information strand $\boldsymbol{u}_{i}$, was at least $k$, which means that these code do not improve upon the case where no coding is used. Next, we give an example for a code $\mathcal{C}$ that can achieve $T_{\max }^{\mathcal{C}}<k$.
Example 1. Let $\mathcal{U}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{u}_{3}, \boldsymbol{u}_{4}\right) \in\left(\Sigma^{\ell}\right)^{4}$ and let
$\mathcal{X}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{u}_{3}, \boldsymbol{u}_{4}, \boldsymbol{u}_{1}+\boldsymbol{u}_{2}, \boldsymbol{u}_{2}+\boldsymbol{u}_{3}, \boldsymbol{u}_{3}+\boldsymbol{u}_{4}, \boldsymbol{u}_{4}+\boldsymbol{u}_{1}\right)$.
Denote $\boldsymbol{x}_{i, j} \triangleq \boldsymbol{u}_{i}+\boldsymbol{u}_{j}$ and w.l.o.g. assume that we are interested in retrieving $\boldsymbol{u}_{1}$. It can be verified that

$$
\mathcal{D}(1)=\left\{\begin{array}{rr}
\left\{\boldsymbol{u}_{1}\right\}, & \left\{\boldsymbol{u}_{2}, \boldsymbol{x}_{1,2}\right\}, \\
\left\{\boldsymbol{u}_{3}, \boldsymbol{x}_{2,3}, \boldsymbol{x}_{1,2}, \boldsymbol{x}_{1,4}\right\}, \\
\left\{\boldsymbol{u}_{4}, \boldsymbol{x}_{3,4}, \boldsymbol{x}_{2,3}, \boldsymbol{x}_{1,2}\right\}, & \left\{\boldsymbol{u}_{3}, \boldsymbol{x}_{3,4}, \boldsymbol{x}_{1,4}\right\}, \\
\left.\boldsymbol{u}_{2}, \boldsymbol{x}_{3,4}, \boldsymbol{x}_{2,3}, \boldsymbol{x}_{1,4}\right\}
\end{array}\right\},
$$

while $\mathcal{D}(1)$ is given with an abuse of notation, in which the retrieval sets are given in terms of the encoded strands rather than their indices. Let $\mathcal{E}_{r-1}$ be the number of unique strands that were sampled in the first $r-1$ draws. Since any set of 6 or more unique strands is a retrieval set of $\boldsymbol{u}_{1}$, we have that

$$
P\left[\tau_{1}(\mathcal{C}) \geq r\right]=\sum_{i=1}^{5} P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=i\right] \cdot P\left[\mathcal{E}_{r-1}=i\right]
$$

It can be verified that $P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=1\right]=\frac{7}{8}$. In case $\mathcal{E}_{r-1}=2$, there are $\binom{8}{2}=28$ different pairs of strands, and since $\tau_{1}(\mathcal{C}) \geq r$, we should consider only the pairs from which $\boldsymbol{u}_{1}$ can not be retrieved. Hence we have that $P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=2\right]=\frac{19}{28}$. Similarly, it can be verified that $P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=3\right]=\frac{23}{56}, P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=4\right]=$ $\frac{8}{70}$, and $P\left[\tau_{1}(\mathcal{C}) \geq r \mid \mathcal{E}_{r-1}=5\right]=\frac{1}{56}$. Furthermore, using the inclusion-exclusion principle, it can be proved that $P\left[\mathcal{E}_{r-1}=i\right]=\frac{\binom{8}{i}}{8^{r-1}} \sum_{j=0}^{i-1}\binom{i}{j}(-1)^{j}(i-j)^{r-1}$. By combining all of the above together we obtain that

$$
\mathbb{E}\left[\tau_{1}(\mathcal{C})\right]=\sum_{r=1}^{\infty} P\left[\mathcal{T}_{1}^{\mathcal{C}} \geq r\right]=\frac{403}{105} \approx 3.838
$$

This section concludes with a lower bound on $\mathbb{E}\left[\tau_{i}(\mathcal{C})\right]$.
Lemma 2. For any $(n, k)$ code $\mathcal{C}, T_{\text {max }}^{\mathcal{C}} \geq \frac{k+1}{2}$.
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