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Abstract—The Invertible Bloom Lookup Table (IBLT) is a prob-
abilistic data structure for set representation, with applications in
network and traffic monitoring. It is known for its ability to list
its elements, an operation that succeeds with high probability for
sufficiently large table. However, listing can fail even for relatively
small sets. This paper extends recent work on the worst-case
analysis of IBLT, which guarantees successful listing for all sets
of a certain size, by introducing more general IBLT schemes.
These schemes allow for greater freedom in the implementation
of the insert, delete, and listing operations and demonstrate
that the IBLT memory can be reduced while still maintaining
successful listing guarantees. The paper also explores the time-
memory trade-off of these schemes, some of which are based on
linear codes and Bh-sequences over finite fields.

I. INTRODUCTION

The Invertible Bloom Lookup Table (IBLT) is a probabilistic
data structure that is used for representing dynamic sets,
with the ability to list the elements in the set [3], [5]. It
has several applications, including traffic monitoring, error-
correction codes for large data sets, and set reconciliation
between two or more parties [4], [6]–[10], [13], [16]. Although
the listing operation of an IBLT might fail, it has been
shown to be highly successful when the allocated memory
is proportional to the number of elements [5]. However, it is
still possible to encounter failure in certain instances, such as
when several elements are mapped to the same k entries.

In this work, we consider the case of IBLT with listing
guarantees in the worst-case. Our point of departure here is a
recent work [11] which introduced the problem of designing an
IBLT with listing guarantees. Under this setup, listing elements
always succeeds for any set of up to d elements from a finite
universe. They describe the mapping of elements to cells of
the IBLT using a binary matrix, where each column represents
an element from the universe and each row represents a cell
of the IBLT. Such a matrix is called d-decodable if the listing
is guaranteed to be successful for any set of up to d elements.

In [11], the authors restricted the problem definition to only
consider the so-called d-decodable matrices and assumed that
the element insertion, deletion, and listing operations as well as
the structure of the IBLT were the same as the traditional IBLT
(Fig. 1). This work extends the definition of a d-decodable
matrix to a d-decodable scheme by allowing greater freedom in
the implementation of the insert, delete and listing operations
and the design of the IBLT cells. Such an IBLT scheme,
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which is composed of a table, mapping matrix, and a set of
operations, is called d-decodable if its listing operation on its
table is guaranteed to be successful whenever the number of
elements in it is at most d. We show that such schemes can
reduce the memory size of the IBLT, while still maintaining
successful listing guarantees. The paper also explores the time-
memory trade-off of these schemes, some of which are based
on linear codes and Bh-sequences over finite fields.

This paper is organized as follows. Section II introduces
the definitions that are used throughout the paper and the
problem statements. Section III presents our constructions and
lower bounds. Lastly, in Section IV we discuss the time-
memory trade-off for the different constructions. Due to space
limitations, some of the proofs will appear in the extended
version of the paper.

II. DEFINITIONS AND PROBLEM STATEMENT

We start by formally defining IBLT schemes and their
variants.
Definition 1. An IBLT scheme consists of the following:
1) A finite universe Un of size n of all possible elements.
2) A lookup table T which is a data structure that is composed

of m cells each of size b bits. The size of the table T is
denoted by s(T ) = mb.

3) An IBLT protocol is a set of algorithms P = (I,D,M,L)
which are defined as follows:
3.1. Insert algorithm I : Un × [m]× {0, 1}b → {0, 1}b,

which receives an element u ∈ Un (assuming it is
not stored in the IBLT) and a cell state (i, Ti) ∈
[m]× {0, 1}b that contains the index and the content
of the cell Ti. This algorithm updates Ti to capture
the insertion of u into T .

3.2. Delete algorithm D : Un× [m]×{0, 1}b→{0, 1}b,
which receives an element u ∈ Un (assuming
it is stored in the IBLT) and a cell state
(i, Ti) ∈ [m] × {0, 1}b that contains the index i
and the content of the cell Ti. This algorithm updates
Ti to capture the deletion of u from T .

3.3. Mapping algorithm M : Un → 2[m] which maps an
element u ∈ Un to a subset of the cells in the lookup
table (i.e., all cells that should be modified by the
insertion/deletion of the element u).

3.4. Listing algorithm L : {0, 1}mb → 2Un which either
lists all the elements that are stored in the IBLT, or
fails.

An IBLT scheme (Un, T, P ) is called d-decodable if it satisfies
the successful listing property: if the lookup table T stores a
set S ⊆ Un of at most d elements, then L(T ) = S.

The definition of the IBLT protocol generalizes the well
known definition of the traditional IBLT [3], [5]. In our
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Figure 1. An IBLT representing the set S = {x, y, z}. Here the table Ts

consists of m = 8 cells, each composed of a count field and a xorSum field.
Element listing is possible starting from the most left cell for which the count
field equals one, identifying x as a member of S and removing it from the
other two cells. Then both y and z can be listed by the new pure cells.

terminology, the traditional IBLT scheme, which we refer
wherein as the standard scheme, can be described as follows.
Definition 2. An IBLT scheme is called standard, and is
denoted by (Un, Ts, Ps = (Is, Ds,M,Lpeeling))S , if the fol-
lowings three conditions hold. (1) The table Ts is com-
posed of m cells, typically each of size b = 2 log n.
Each cell is composed of two components, a counter field,
and a data field, which is referred as the xorSum field.
(2) For u ∈ Un, cell index i ∈ [m], and cell state
Ti = (tcount, txorSum) ∈ {0, 1}logn × {0, 1}logn we have that
Is(u, i, Ti) = (tcount + 1, txorSum ⊕ u) and Ds(u, i, Ti) =
(tcount − 1, txorSum ⊕ u). (3) Lpeeling is a listing algorithm that
operates as follows. First, it looks for a pure cell, which is a
cell whose counter is 1, and deletes the corresponding element
from the lookup table Ts using the delete algorithm Ds. It
continues this way until all elements are extracted from the
lookup table or no pure cell exists. In the latter case, we say
that the listing algorithm fails.

In most works which studied IBLTs, the mapping M in the
standard scheme is implemented using a set of hash functions,
each maps an element of Un to a subset of [m]. Here, M(u)
for u ∈ Un is defined to be the outputs of these functions. An
example of a standard IBLT scheme is depicted in Fig. 1.
Definition 3. An IBLT scheme is called standard-indel,
denoted by (Un,T,P )SI , if its insert and delete algorithms are
the same as in the standard schemes, i.e., I=Is and D=Ds.1

Hence, the main difference between a standard scheme and a
standard-indel scheme is that while the former requires Lpeeling
to be the listing algorithm, this algorithm in the latter can be
arbitrary. Furthermore, note that by definition, a standard IBLT
scheme implies a standard-indel IBLT scheme, which implies
an IBLT scheme. In the cases where the IBLT scheme is a
standard scheme or a standard indel scheme, we describe the
mapping using an m×n matrix M , in which Mi,j = 1 if and
only if the j-th element of Un is mapped to the i-th cell of T .
Example 1. For the universe U6 = {1, . . . , 6} consider the
following binary matrix M .

M =


1 1 1 0 0 0
0 0 0 1 1 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1


1This implies that every cell consists of a xorSum field and a counter field.

However, we relax the assumption that the counter field is of size logn.
If necessary, the summation operations are calculated modulo the maximum
number the counter can represent.

An IBLT based on M has m = 5 cells, each associated with
a row of M . Such an IBLT, when containing for instance the
set S = {1, 3, 4} ⊆ [6], has the counter array (2, 1, 2, 0, 1) as
the sum of the entries in the first, third, and fourth columns.

In this work we explore d-decodable IBLT schemes. Nat-
urally, we seek to study the effect of the universe size n,
the decodable threshold value d, and the protocol P on the
memory size used by the lookup table, s(T ). Additionally,
we aim to find IBLT protocols that minimize the memory
size s(T ). This problem can be formalized as follows.
Problem 1. Given a set Un, an integer d ≤ n, find the values
1) s∗S(n, d) = min

{
s(T ) : (Un, T, P )S is d-decodable

}
,

2) s∗SI(n, d) = min
{
s(T ) : (Un, T, P )SI is d-decodable

}
,

3) s∗(n, d) = min
{
s(T ) : (Un, T, P ) is d-decodable

}
.

To limit the number of read or write memory accesses to a
small fixed number when querying or inserting elements, we
consider a specific family of IBLT schemes which we denote
by (d, k)-decodable schemes. A d-decodable IBLT scheme
is called (d, k)-decodable if for any u ∈ Un, its insert and
delete algorithms affect exactly k cells of T . This definition
is extended also to the standard and standard-indel schemes.
Similarly to Problem 1, we are interested in (d, k)-decodable
IBLT schemes in which the size of the lookup table is minimal.
Problem 2. Given a set Un, integers d, k ≤ n, find the values
1) s∗S(n, d, k) = min

{
s(T ) : (Un, T, P )S is (d, k)-decodable

}
,

2) s∗SI(n, d, k) = min
{
s(T ) : (Un, T, P )SI is (d, k)-decodable

}
,

3) s∗(n, d, k) = min
{
s(T ) : (Un, T, P ) is (d, k)-decodable

}
.

We note that the results in this work demonstrate that the
size of the lookup table T can be reduced significantly by
using general IBLT schemes as compared to the standard
and standard-indel schemes. It is noteworthy to mention that
this reduction in size may come with a trade-off in terms
of increased computational time for the algorithms. A more
detailed discussion of this trade-off is presented in Section IV.
In the rest of this work, we assume that b is at most 2 log(n).

III. DECODABLE SCHEMES

So far in the literature only standard IBLT schemes were
studied, while the other two variants are new to this work.
A. Standard Schemes

In this section we review previous results on standard
decodable IBLT schemes, which are obtained by only selecting
the mapping algorithm of the standard protocol. Each scheme
is defined by an m×n binary mapping matrix M , and the size
of its table is given by s(Ts) = 2m log n. Table I summarizes
the relevant results from [11, Table 1]. These are originally
given as bounds on m∗, the minimal number of rows in a
matrix M , which implies bounds on s∗S . For more results and
details the reader is referred to the original work [11].
B. Standard-Indel Schemes

This section considers the case of standard-indel schemes,
i.e., schemes in which the insertion and deletion algorithms are
as in the standard schemes. First, we note that to guarantee
successful listing of up to d elements, it is sufficient to use
counters of size log d, with modulo d arithmetic.
Claim 1. It holds that s∗SI(n, d) ≤

log (n)+log (d)
2 log (n) · s∗S(n, d).

Our main result in this section is that the memory size, s(T ),
can be strictly reduced compared to the standard schemes by
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Table I. Constructions and lower bounds overview. Note that Ψ(n, d) is the maximum number of elements in a Bd-sequence in GF (n) and λ(n, k) is
the minimal integer m such that the number of unique length-m binary vectors with weight k is at least n.

Scheme d k s∗ - lower bound s∗ - upper bound b Theorem

3 − 2
⌈

3
log 3 logn

⌉
⌈logn⌉ 2⌈logn⌉ [11]

O(1) − O

(
log

⌊log2 d⌋+1

2 n

)
2⌈logn⌉ [11]

3 2 2
⌈
2
√
n
⌉
⌈logn⌉ 2

⌈
2
√
n
⌉
⌈logn⌉ 2⌈logn⌉ [11]

standard 5 3 6

(
2
⌈√

n/6
⌉
+ 1

)
⌈logn⌉ 2⌈logn⌉ [11]

[11] 7 4 8
⌈√

2n
⌉
⌈logn⌉ 2⌈logn⌉ [11]

4 2
⌈
log(n + 1)

⌉
8
⌈
log(n + 1)

⌉
⌈logn⌉ 2⌈logn⌉ [11]

any d 2d
⌈√

n
⌉
⌈logn⌉ 2⌈logn⌉ [11]

any O(d logn) O
(
d2 · log2 n

)
2⌈logn⌉ [11]

3 − (logn + 2) (logn + 1) logn + 2 Theorem 1
standard-indel 4 −

(
log(n + 1) + 2

) (
2 log(n + 1) + 1

)
log(n + 1) + 2 Theorem 1

(this work) 3 − (logn + 1)2 logn + 1 Theorem 2
3 any (logn + 1)

(
λ(n, k) + 1

)
logn + 1 Theorem 2

any − d
(
log(n) − log(d)

)
d log(n + 1) log(n + 1) Lemma 1,Theorem 3

general any 1
⌈

n
Ψ(n,d)−1

⌉
log(n)

⌈
2n/

(
d√n−2

)⌉
log(n) log(n) Theorem 5,Corollary 3

(this work) d > 2, even 2

(⌈
2n/( d√

n2−2)

⌉
+ 1

)
log(n) log(n) Theorem 6

4 2
(
2
⌈
2n/(3

√
n−4)

⌉
+ 1

)
log(n) log(n) Theorem 7

utilizing improved versions of the listing algorithm rather than
Lpeeling. As stated in Definition 2, the stopping condition of
the peeling process is the absence of pure cells, i.e., there are
non-empty cells, but none of them have a counter of 1. Next,
we show that by adding a small step to this process, we can
guarantee successful listing for small values of d. The key
idea of this algorithm, denoted by L′

peeling, is to overcome the
absence of pure cells by searching for two cells which can
reveal together the next element in the table. This is formally
defined in Algorithm 1, where the values of tcount, txorSum in
the i-th cell of T is denoted by T i

count, T
i
xorSum, respectively.

Algorithm 1: Extended peeling algorithm L′
peeling

Input: d, T = (t1, . . . , tm)
Output: S ⊆ U , the elements that are stored in T

1 S ← ∅
2 while T has a non-empty cell do
3 J ← Lpeeling(T )
4 if J = ∅ then
5 if there exist Ti, Tj such that T i

count = maxℓ{T ℓ
count}

and T i
count − T j

count = 1 then
6 e← T i

xorSum ⊕ T j
xorSum

7 Delete e from T
8 J ← J ∪ {e}
9 else return Failure ;

10 end
11 S ← S ∪ J
12 end
13 return S

The advantages of the standard-indel schemes and L′
peeling

over the standard schemes are presented next.

Theorem 1. The following holds.
1) s∗SI(n,3) ≤ (log n+ 2) (log n+ 1) for n = 2r,
2) s∗SI(n,4)≤

(
log(n+1)+2

)(
2 log(n+1)+1

)
for n=2r−1.

Proof: We start by proving the second bound. Let M ′ be
a binary parity check matrix for a length-n linear code with
Hamming distance 5, e.g. a parity check matrix for the binary
Bose–Chaudhuri–Hocquenghem (BCH) code with 2 log(n+1)

rows and n columns [14]. Let M be the matrix that is obtained
from M ′ by adding the all-ones row as the last row. Let T be
the table with m = 2 log(n + 1) + 1 cells, each of size b =
log(n+1)+2. For each i ∈ [m], we let Ti = (tcount, txorSum) ∈
{0, 1}2×{0, 1}log(n+1) (i.e., the count field consists from two
bits and the operations are done modulo 4). Hence s(T ) =(
log(n+ 1) + 2

) (
2 log(n+ 1) + 1

)
. To prove the claim, we

show that for the protocol P =
(
Is, Ds,M,L′

peeling

)
we have

that (Un, T, P )SI is a 4-decodable standard-indel scheme. Let
S ⊆ Un be the set of elements in T , and assume |S| ≤ 4.

Note that for a code of distance d, any set C of at most
d − 1 columns of a parity check matrix is independent. Let
C denote the set of columns in M which corresponds with
the elements of S, and observe that since |C| ≤ 4 we have
that the columns of C are independent, and their sum must
contain an entry with an odd value. We show that L′

peeling
always terminate successfully with the correct set S. At any
step in the loop where Lpeeling fails (line 5), there is no pure
cell, which implies that |S| ≥ 3.

If |S| = 3, and since there is no pure cell, we have a cell Ti

for which tcount = 2 and txorSum = u⊕ v for u, v ∈ S. Recall
that the case where |S| = 3 can be identified by Tm

count =
3, and Tm

xorSum = u ⊕ v ⊕ w (where S = {u, v, w}). Thus,
w = txorSum ⊕ Tm

xorSum can be identified and deleted from T
and the algorithm can continue. Otherwise, |S| = 4, which
can be identified since Tm

count = 0 and T is not all zeroes. As
mentioned, the sum of the 4 columns in C must contain an odd
value entry, and since there is no pure cell, the latter implies
that there exist a cell Ti with tcount = 3. By arguments similar
to the ones for |S| = 3, one element from S can be correctly
identified and removed and the algorithm can continue.

To prove the first bound, one can use similar arguments
with the difference of letting M ′ be the binary matrix that is
composed of all the different n columns of length log n.

Let λ(n, k) ≜ min
{
m : n ≥

(
m
k

)}
be the minimal integer

m such that the number of unique length-m binary vectors
with weight k is at least n. We can further improve the case
where d = 3 by cutting the cell counters width to one bit.
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Theorem 2. For n = 2r, we have that s∗SI(n, 3)≤ (log n+1)
2,

and s∗SI(n, 3, k) ≤ (log n+ 1)
(
λ(n, k) + 1

)
, for any k ≥ 1.

The proof of Theorem 2 is similar to Theorem 1, with the
key idea that we can still identify the number of elements in
the cells by utilizing the fields of the last cell.
C. General Schemes

In this section we consider general IBLT schemes (i.e., not
standard or standard indel schemes). That is, here we allow
the modification of the insert and delete algorithms as well
as the listing and mapping algorithms and the design of the
lookup table T . More precisely, we allow the insert and delete
algorithms to rely on computations over finite fields. For an
integer r ≥ 1, let GF (2r) be the Galois Field of size 2r. In the
rest of this section all the operations are the field operations.

Define TF to be the lookup table that consists of m cells,
each of size r bits. For an m×n matrix H ∈ GF (2r)m×n, let
MH be the mapping algorithm that maps the j-th element of
Un to the i-th cell of TF if and only if Hi,j ̸= 0. Additionally,
let IH and DH be the insert and delete algorithms which are
defined as follows. For 0 ≤ i ≤ m and uj ∈ Un, j ∈ [n], let
(i, Ti) be the current cell state of the i-th cell of T . Then

IH(uj , i, Ti) ≜ Ti +Hi,j , and DH(uj , i, Ti) ≜ Ti +Hi,j .

Note that if we consider TF as a vector of length m over
GF (2r), then the state of TF after inserting or deleting an
element uj ∈ Un is equal to TF + hj , where hj is the j-th
column of H . Hence, since the characteristics of the field is
2, if the lookup table stores a set S ⊆ Un then the state of
TF is given by TF (S) = H · vS , where vS ∈ {0, 1}n is the
indicator binary length-n vector such that supp(vS) = S (i.e.,
the j-th entry of vS is one if and only if j ∈ S).

We start by showing that the size of the required lookup
table TF can be drastically reduced using IH , DH by selecting
a suitable matrix H . To this end, first consider the following
d×n matrix, for n = 2r−1, where α is primitive in GF (2r).

H
d
n,α=



1 α α2 α3 · · · αn−1

1 α3 α3·2 α3·3 · · · α3(n−1)

1 α5 α5·2 α5·3 · · · α5(n−1)

...
...

...
...

. . .
...

1 α2d−1 α(2d−1)2 α(2d−1)3 · · · α(2d−1)(n−1)


It is well known that Hd

n,α is a parity-check matrix of a
primitive narrow-sense BCH code [14] with minimum distance
t ≥ 2d+ 1. That is, Hd

n,α is a parity-check matrix of a d-error-
correcting-code of length n = 2r − 1.
Theorem 3. For n = 2r − 1 and d ≥ 1, it holds that
s∗(n, d) ≤ d · r = d log(n+ 1).

Proof: To prove the result, we show that for H = Hd
n,α,

there exists a listing algorithm L such that the scheme
(Un, TF , P = (IH , DH ,MH , L)) is a d-decodable IBLT
scheme. Since s(TF ) = d log(n+ 1) the result follows.

Note that H is a parity-check matrix of a code that corrects
d errors. Hence, for any S ⊆ Un such that |S| ≤ d, the
syndromes H · vS are unique. That is, for any |S| ≤ d, the
state of TF is unique which implies that there exists a listing
algorithm L for which (Un, TF , P = (IH , DH ,MH , L)) is
d-decodable.

The listing algorithm for the protocol in the latter proof
can be implemented using a decoder for the BCH code.

Some of the known decoders use the Berlekamp-Massey
algorithm, which is very efficient. In [15], the authors
presented an efficient decoder for large values of n with
max

{
O(d

√
n), O(d2 log(n)

}
time complexity. We note that

the rest of this section considers mappings that are based on
the parity-check matrix of the BCH code, and that the BCH
decoders can be used for listing in these cases as well by
introducing some adjustments with low time overhead.

Before we consider the case of (d, k)-decodable IBLT
schemes, we present a lower bound on s∗(n, d) in the fol-
lowing lemma.
Lemma 1. It holds that s∗(n, d) > d log(n)− d log(d).

Corollary 1. If d = O(polylog(n)) then limn→∞
s∗(n,d)
d log(n) = 1.

Next we discuss IBLT schemes which are (d, k)-decodable.
Clearly, for k = d the d-decodable scheme that is presented in
the proof of Theorem 3 is a (d, k)-decodable scheme which
implies the following result.
Corollary 2. For n = 2r − 1 and d ≥ 1, we have that
s∗(n, d, k ≥ d, P ) ≤ k log(n+ 1). 2

To discuss the more involved case of k < d, we first give
the definition of Bh-sequences [2, Section V], [1], [12].
Definition 4. A sequence g1, . . . , gn in an Abelian group G
is called a Bh-sequence if all the non-zero sums gi1 + gi2 +
· · ·+ gih , for 1 ≤ i1 ≤ i2 ≤ · · · ≤ ih ≤ n are distinct in G.

It can be readily verified that any Bh-sequence is also a
Bh′ -sequence for 1 ≤ h′ ≤ h. The following is an example
for a B2-sequence.
Example 2. Let G = (Z,+) and consider the sequence
1, 2, 5, 7. It can be verified that all the sums a + b for
a, b ∈ {1, 2, 5, 7} are distinct and hence 1, 2, 5, 7 is a B2-
sequence. Since we have that 1 + 1 + 7 = 2 + 2 + 5 = 9, the
latter sequence is not a B3-sequence.

In this work, we only consider Bh-sequences in GF (2r).
Denote by Ψ(2r, h) the maximum number of elements in such
a Bh-sequence. In the next theorem, we present an upper
bound on s∗(n, d, k = 1) under the assumption that the size
of each cell in a lookup table TF is b = log(n).
Theorem 4. Let n = 2r. If the size of each cell in T is
b = log(n), then s∗(n, d, k = 1) ≤

⌈
n

Ψ(n,d)−1

⌉
log(n).

Proof: Let ℓ ≜ Ψ(n, d) − 1 and let 0, g1, . . . , gℓ be a
Bd-sequence of length ℓ + 1 in GF (2r). We define the row
vector g = (g1, g2, . . . , gℓ). Let m =

⌈
n

Ψ(n,d)−1

⌉
and let us

show that there exists a protocol P such the (Un, T, P ) is
(d, 1)-decodable and T = TF is a table with m cells. Let Hg

be the following m× n diagonal block matrix,

Hg =


g

g 0. . .

0 g
g′


where g′ is a shortening of g to its first entries such that the

matrix H has n columns. For I = IH , D = DH ,M = MH ,
if TF contains a subset S ⊆ [n] of size at most d, then by

2Note that if k > d then we can append k − d redundant rows to Hd
n,α

and use a similar construction to obtain that s∗(n, d, k) ≤ k log2(n+ 1).
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the definition of the insertion, deletion algorithms, each cell
of TF contains the sum of at most d different elements from a
Bd-sequence. Hence, for any such S, the state of TF is unique
and there exists a listing algorithm L such that (Un, TF , P =
(IH , DH ,MH , L)) is (d, 1)-decodable.

Next we show that the bound in Theorem 4 is tight.
Theorem 5. Let n = 2r. If the size of each cell in T is
b = log(n), then s∗(n, d, k = 1) =

⌈
n

Ψ(n,d)−1

⌉
log(n).

To conclude the discussion regarding (d, 1)-decodable IBLT
schemes, we present a construction of such a Bd-sequence in
GF (2r) [2, Section V].
Construction 1. For n = 2r and an integer d, let n′+1 be the
largest power of 2 such that d log(n′ + 1) ≤ r. Additionally,
let Hd

n′ be a BCH parity-check matrix with distance at least
2d+ 1 over GF (n′ + 1). It can be verified that the sequence
g0 = 0, g1, . . . , gn′ , such that for 1 ≤ i ≤ n′, gi = hi is the
i-th column of Hd

n′ is a Bd-sequence in GF (n). Therefore,
Ψ(n, d) ≥ n′ + 1 ≥ d

√
n/2.

Using Construction 1, Hg is a matrix with m=
⌈

2n
d
√
n−2

⌉
rows,

and thus we get the following upper bound on s∗(n, d, k = 1).
Corollary 3. Let n = 2r. If the size of each cell in T is
b = log(n) then s∗(n, d, k = 1) ≤

⌈
2n

d
√
n−2

⌉
log(n).

Next we address the more intriguing case of k = 2. Due to
space limitations, we only discuss the case where d is even.
Note that for odd d, the results for d + 1 are applicable,
however, they are probably not optimal.
Construction 2. For n = 2r and an even integer d, let n′+1
be the largest power of 2 such that d log(n′ + 1) ≤ 2r. Addi-
tionally, let Hd

n′ be a BCH parity-check matrix with distance
at least 2d+ 1 over GF (n′) and denote by H(U), H(L) the
upper, lower half of Hd

n′ , respectively. As in Construction 1,
let g(U), g(L) be the vector of length n′ such that g(U)

i , g
(L)
i , is

equal to the i-th column of H(U), H(L), respectively. Define
H2 as the following block matrix

H2 =



g(U)

g(L) g(U) 0g(L) g(U)

. . .
. . .

0 g(L) g(U)

g(L) g(U)

g(L)


.

Using H2 from Construction 2, we have the following result.
Theorem 6. Let n = 2r. If the size of each cell in the lookup
table T is b = log(n), then for any even integer d > 2 we

have that s∗(n, d, k = 2) ≤
(⌈

2n
d√
n2−2

⌉
+ 1

)
log(n).

Proof: For H = H2, let I = IH , D = DH and M = MH .
To prove the claim, we show that the sum of any d or less
columns is unique. Let us divide the columns of H to m− 1
disjoint sets C1, C2, . . . , Cm−1 according to the location of
their first non-zero entry.

First note that if all the columns are taken from the same
Ci, similarly to the proof of Theorem 3, their sum is unique.
Otherwise, assume to the contrary that there exist two sums of
up to d columns which are the same. Since the characteristic of
the field is 2, the latter implies that there exists a selection of

up to 2d columns in H such that their sum is zero. Denote this
set of columns by C. Let i be minimal such that C ∩Ci ̸= ∅
and note that the i-th entry in the sum of the columns in
C ∩ Ci ̸= ∅ must be zero. However, since the elements are
taken from g(U), which is a Bd/2-sequence, the latter implies
that |C ∩ Ci| > d. By the same arguments we also have that
|C ∩ Ci′ | > d, where i′ is the maximal integer for which
C ∩ Ci′ ̸= ∅. Thus, by recalling that Ci ∩ Ci′ = ∅, we have
that |C| > 2d, a contradiction.

In the rest of this section, we deal with the special case of
d = 4 and show that the bound in Theorem 6 can be improved
using a more sophisticated selection of the matrix H .
Construction 3. For n = 2r let n′ + 1 be the largest power
of 2 such that 2 log(n′+1) ≤ r. Denote by Ĥ4

n′ the matrix that
is obtained from H4

n′ (see Construction 2) by removing its left-
most column. Similarly to Construction 2, let H(U), H(L) be
the lower, upper half of Ĥ4

n′ and let g(U), g(L) be the length-
(n′ − 1) vector representation of H(U), H(L), respectively.
Define

Ĝ2 =

g(U) 0 g(U)

g(L) g(U) 0
0 g(L) g(L)

,
and let g1, g2, g3 denote the three rows of Ĝ2. We let Ĥ2 be
the following matrix

Ĥ2 =



g1
g2
g3 g1

g2
g3 g1

. . .
. . .
g3 g1

g2
g3


.

Using Construction 3, we have the following result.
Theorem 7. Let n = 2r. If the size of each cell in the lookup
table T is b = log(n), then we have that

s∗(n, d = 4, k = 2) ≤

(
2

⌈
2n

3
√
n− 4

⌉
+ 1

)
log(n).

IV. TIME VS MEMORY TRADE-OFF

The results in this work demonstrate that successful listing
can be achieved in the worse-case with IBLT size which is
significantly smaller than the ones presented in [11]. This
improvement is the result of our relaxation of the IBLT scheme
to allow the use of arbitrary algorithms. It is also worth
mentioning that some of the standard schemes from [11]
require either additional memory to store the mapping matrix
or additional time to calculate the corresponding columns
during the insert and delete operations. On the contrary, for
all of our constructions the only additional memory that
might be needed is the primitive element α (log(n) bits)
and the computation of the relevant column can be done in
O(d log2(n)), which is slightly higher than the probabilistic
IBLT implementations [5].

The time complexity of the listing operation of the standard
and standard-indel schemes is the same as that of the proba-
bilistic IBLT, i.e., O(m) where m is the number of cells in the
lookup table. However, the listing time of the constructions in
Section III-C is max

{
O(d

√
n), O(d2 log(n)

}
.
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