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Abstract—A private proximity retrieval (PPR) scheme is a protocol which allows a user to retrieve the identities of all records in a database that are within some distance $r$ from the user’s record $x$. The user’s privacy at each server is given by the fraction of the record $x$ that is kept private. In this paper, this research is initiated and protocols that offer trade-offs between privacy, computational complexity, and storage are studied. In particular, we assume that each server stores a copy of the database and study the required minimum number of servers by our protocol which provides a given privacy level. Each server receives a query in the protocol and the set of queries forms a code. The main focus in the paper is dedicated to studying the family of codes generated by the set of queries. These codes will be shown to satisfy a specific covering property and will be called private proximity retrieval intersection covering codes. In particular, since the query of Cryptoserver receiver is a codeword, the goal is to minimize the number of codewords in such a code which is the minimum number of servers required by the protocol. These codes are closely related to a family of codes known as covering designs. We introduce several lower bounds on the sizes of such codes as well as several constructions. This work focuses on the case when the records are binary vectors together with the Hamming distance. Other metrics such as the Johnson metric are also investigated.
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I. INTRODUCTION

The growing amount of available information, which mostly resides in the web and on the cloud, has made information retrieval (IR) one of the more important computing tasks. In fact, web search has become the standard for information access in order to obtain data, in any form, from any available information resources. However, this form of communication also poses a risk to the user privacy, since the servers can monitor the user’s requests in order to deduce important information on the user and his interests. Therefore, an important aspect of IR is hiding the information the user is searching for.

A. Private Information Retrieval, Private Computation, and Proximity Searching

Private information retrieval (PIR) is one of the well-known studied problems that provide privacy to user’s requests. This problem was introduced by Chor, Goldreich, Kushilevitz, and Sudan in [9]. PIR protocols make it possible to retrieve a data item from a database without disclosing any information about the identity of the item being retrieved. This problem has attracted considerable attention since its inception, see [3]–[7], [10], [39]–[42]. The classic PIR model of [9] views the database as a collection of bits (or records) and assumes that the user wishes to retrieve the $i$th record without revealing any information about the index $i$. A naive solution is to download the entire database, and in fact this solution cannot be improved upon if the database is stored on a single server [9].

In order to achieve sublinear communication complexity it was proposed in [9] to replicate the database on several servers that do not communicate with each other. One of the disadvantages of this PIR model is that every record consists of a single bit, while in practice a record is much longer. As a consequence of this model’s drawback, this problem has received recently significant attention from an information-theoretic perspective, wherein the database consists of large records (the number of bits in each file is much larger than the number of files) and the goal is to minimize the number of bits that are downloaded from the servers [6], [7]. This reformulation of the problem introduces the rate of a PIR scheme to be the ratio between the size of the file and the total number of downloaded bits from all servers [33]. Since then, extensions of this model for several more setups have been rigorously studied; see e.g. [1], [2], [15], [20], [33], [34], [36], [38] and references therein.

PIR protocols have been rigorously studied mostly for the very basic IR problem which assumes that the user knows which data records are stored in the database (but not their content) and simply asks for the content of one of them. However, the user may be interested in other forms of information from the database rather than just asking for a particular record.
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The recently-introduced problem of \textit{private computation} is a generalization of PIR which allows a user to compute an arbitrary function of a database, without revealing the identity of the function to the database. This problem has been studied for linear functions in [25], [29], [35] and for polynomial functions in [18], [31]. Many open questions about private computation remain, especially for non-linear functions, one of which is the topic of this paper. However, we note that in the setup studied in the paper we are mostly concerned with the indices of the records stored in the database rather than the content of the records themselves.

Another important IR problem is that of \textit{proximity searching}. One example of proximity searching is the $K$-\textit{nearest neighbor search} (\textit{K-NNS}), where the goal is to find the $K$ elements from the database that minimize the distance to a given query [8], [22]. Proximity searching has several applications, among them are classification, searching for similar objects in multimedia databases, searching for similar documents in information retrieval, similar biological sequences in computational biology, and more. While proximity searching has been well-studied in the literature, to the best of our knowledge, there are no existing solutions which offer both proximity searching and privacy simultaneously.

The assumption in proximity searching algorithms is that there is only a single server which stores the database. However, modern data storage systems are stored across several servers in a distributed manner, and thus we can take advantage of this setup in order to provide privacy for proximity retrieval.

\subsection{Private Proximity Retrieval}
In our setup of the problem we assume the user has a record and is only interested in knowing the identities, i.e., the indices, of the records in the database that are close to his record. The measure of closeness is determined according to some distance measure. This setup can fit for example to the case when the records stored in the database are attributes of different users. Given the user’s attributes, he is only interested to know the users which have similar attributes to his according to some distance measure between the attributes. For example, a record may be a user’s location and the database may consist of the locations of agents.

In this context, the user seeks to determine the identity of the agents nearest to him, without necessarily knowing their exact locations, while minimizing the amount of information that is exposed to the servers about his location. This example is related to the \textit{private proximity testing} problem in which two users seek to determine whether they are close to each other, without revealing any information about each other’s location [27], [28], [30]. Yet another example assumes that each record is a file (song, movie, DNA sequence etc.), and the user is interested in determining the records which are similar to his.

Assume an $M$-file database $\mathcal{X} = \{x_1, \ldots , x_M\} \subseteq \mathcal{V}$ is stored on $N$ non-colluding servers and the user has a record $x \in \mathcal{V}$. Let $B(x,r)$ be the ball of radius $r$ centered at $x$ according to some distance measure $d$ on $\mathcal{V}$. The user seeks to know the identity of every record in $B(x,r) \cap \mathcal{X}$, i.e., the index of every record in the database similar to his, which is given by the set $I(x,r) = \{ m \in \{1, \ldots , M\} | x_m \in B(x,r) \}$.

As opposed to the classical PIR problem, our solutions do not provide full privacy. Thus, it is required that this computation is invoked while minimizing the amount of information the servers learn about $x$.

A \textit{private proximity retrieval} (PPR) scheme consists of three steps. First, the user generates, with some degree of randomness, $N$ queries which are sent to the $N$ servers. Based upon these queries and the database $\mathcal{X}$, each server responds back with an answer to the user, and finally the user calculates the set $I(x,r)$. The user’s privacy at each server is defined to be the fraction of information bits of $x$ which are kept private from the server. The schemes we study in this paper have a common structure. The query sent to the $n$th server is given by $q_n = (y_n, \rho_n)$, where $y_n$ is an element of $\mathcal{V}$ and $\rho_n$ is a distance parameter, and the server’s answer is the set of indices given by $A_n = I(y_n, \rho_n)$. Finally, the user computes the set $I(x,r) = \bigcap_{n \in [N]} A_n = \bigcap_{n \in [N]} I(y_n, \rho_n)$. The main goal of our work is studying the trade-offs between the search radius $r$, the privacy at each server, and the number of servers.

In general, one can achieve more privacy at the expense of a smaller search radius or the use of more servers. Finally, we note that albeit taking the intersection of all response sets of the indices seems like a naïve solution, we find this approach to be the basic and straightforward one that should be well studied under the scope of this problem. Clearly, other decision algorithms, which take for example the number of times each index appears in the sets, can also be of interest, however this is out of the scope of this paper.

\textbf{Remark 1:} In the protocols studied in this paper the servers respond only with the indices of the records that satisfy their queries, and not the records themselves. Once the user receives all indices he can then easily determine the required ones, i.e., the set $I(x,r)$, by simply intersecting all sets of indices. Note that this solution is appropriate in case the user is only interested to know whether the database contains records that are close to his record and/or the indices of these records. Moreover, in case the user is interested to receive the records themselves, he can apply any of the classical private information retrieval protocols in order to retrieve each one of the records which their indices were sent back by all servers.

Since the size of the indices is significantly smaller than the records size, the amount of information that is downloaded from the servers is negligible. Motivated by this fundamental difference with respect to all classical PIR protocols that require to download the records, we observe that studying the so-called download rate is no longer the figure of merit of interest under this setup. Furthermore, the upload cost in all of the proposed schemes is always the same since every server receives only one record and a radius which in size is again negligible. Hence, this paper focuses on the more important and practical aspect of studying the trade-off between the number of servers and the user privacy of his record.

\textbf{Remark 2:} It is worth noting that private proximity retrieval can be viewed as another instance of the general private computation problem, in which $I(x,r)$ is the function to be computed on $\mathcal{X}$. Here the user wishes to hide the identity of this function amongst all functions of the form $I(y,r)$ for any $y \in \mathcal{V}$. However, the techniques developed in this paper are
designed to suit specifically to the problem of PPR and, albeit possible, we do not necessarily see them generalize to other private computation problems.

While the study of PPR schemes can be investigated for arbitary space \( \mathcal{V} \) and distance measure \( d \) on \( \mathcal{V} \), the primary focus of this paper is on the case \( \mathcal{V} = F_2^L \), where \( d \) is the Hamming distance on \( F_2^L \). Then, the tradeoff between the number of servers and the privacy can be translated to the problem of finding the smallest subset \( C \) of \( \mathcal{W} \) such that

\[
B(0, r) = \bigcap_{c \in C} B(c, r + s),
\]

where \( s \) is a design parameter of the PPR scheme which determines its privacy and \( w(y) \) is the Hamming weight of \( y \). Such a subset \( C \) will be called an \((L, s, r)\) Private Proximity Retrieval Intersection Covering (PPRIC) code, and the minimum size of \( C \) will be denoted by \( N(L, s, r) \). Our primary interest in the paper is to determine exactly the value of \( N(L, s, r) \) for a large range of the parameters \( L, s, r \) by providing tight lower and upper bounds on this value. An important connection in studying the value of \( N(L, s, r) \) is derived by showing that PPRIC codes are closely related to a well-studied problem in design theory, called covering design. Namely, an \((n, k, t)\) covering design, \( n \geq k \geq t > 0 \), is a collection of \( k \)-subsets (called blocks) of an \( n \)-set such that each \( t \)-subset of the \( n \)-set is contained in at least one block of the collection. The minimum size of an \((n, k, t)\) covering design is denoted by \( c(n, k, t) \). We will show that PPRIC codes are also covering codes which have some additional constraints. Thus, the existence of a PPRIC code implies a corresponding covering design, but the opposite direction does not always hold. Therefore, all lower bounds on covering designs hold also for PPRIC codes and yet in many cases the constructions of covering designs are still valid for PPRIC codes. For the remaining parameters we show how to close on the gap by the results that can be derived by covering designs and present tighter lower bounds and specific code constructions. In particular, our main new results concerning the minimum size of \((L, s, r)\) PPRIC codes are summarized as follows.

1) If \( L \geq (r + 3)s \), then \( N(L, s, r) = r + 3 \). A related interesting result is derived for related codes with the Johnson distance.
2) If \( L \geq 2s + r + 1 \), then \( N(L, s, r) \geq c(L - L - s, r) + 2 \).
3) Three constructions for PPRIC codes which are similar to the ones for covering designs. Some constructions are identical, but the required different proofs (from the ones for covering designs) that the constructed codes are indeed PPRIC codes, are given.
4) Proving that some lower bounds on PPRIC codes are larger than the related ones on covering designs. Specifically, if \( \frac{2^{L-1}}{2} \leq \frac{2^L}{4} < \frac{2^{L-1}}{2} \) then \( N(L, s, 0) = 6 \) and if \( \frac{2^{L-1}}{2} < \frac{2^{L-1}}{4} \) then \( N(L, s, 0) > 6 \).

C. Paper Organization

The rest of this paper is organized as follows. In Section II, the PPR problem is formally defined and a specific PPR scheme is presented that will be studied throughout the paper. Basic properties of this PPR scheme are presented when the records are binary vectors with the Hamming distance and it is studied how to achieve a high level of privacy. However, this solution requires a significantly large number of servers. This leads us to the main problem studied in the paper in which the minimum number of servers that provide a given privacy level is investigated. Lower bounds on this value are studied in Section III. Upper bounds by specific constructions are given in Section IV. The analysis of these bounds is given in Section V. In Section VI, we generalize our results beyond the Hamming metric to distance measures based on distance regular graphs such as the Johnson graph. Finally, Section VII concludes the paper with some more observations and directions for future research.

II. PRIVATE PROXIMITY RETRIEVAL SCHEMES AND BASIC PROPERTIES

A. Basic Definitions

Assume a database \( \mathcal{X} \) consisting of \( M \) records is stored on \( N \) servers, where each server stores the whole database. Assume further that a user has a record \( x \) and wants to know which records in the database are similar to his record, that is, within some distance \( r \) with respect to a given metric. The user wants to keep the contents of his record as private as possible, i.e., reduce the amount of information which is revealed to the servers about his record.

Let \( \mathcal{V} \) be a finite set and let \( d \) be a metric on \( \mathcal{V} \), \( d : \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}_{\geq 0} \). For \( x \in \mathcal{V} \), we define by \( B(x, r) \) its ball of radius \( r \), that is, the set \( B(x, r) = \{ y \in \mathcal{V} \mid d(x, y) \leq r \} \). Let \( X \) be a random variable on \( \mathcal{V} \) and let \( \mathcal{X} = (x_1, \ldots, x_M) \) consist of \( M \) independent and identically distributed (i.i.d. in short) samples of \( \mathcal{X} \). We refer to \( \mathcal{X} \) as the database, and assume a copy of \( \mathcal{X} \) is stored on each of the \( N \) servers. A user has his own independent sample \( x \) of \( \mathcal{X} \), and wishes to exactly compute the set

\[
I(x, r) = \{ m \in \{1, \ldots, M\} \mid x_m \in B(x, r) \}.
\]

In other words, the user wishes to answer the question “Is \( x_m \in B(x, r) \)” for all \( x_m \) in the database. We refer to \( r \) as the search radius of the user.

We denote by \( H(\cdot) \) the binary entropy function, given by

\[
H(p) = -p \log_2 p - (1 - p) \log_2 (1 - p) \quad \text{for} \quad 0 \leq p \leq 1.
\]

For a discrete random variable \( Y \) supported on a set \( \mathcal{Y} \), we define its entropy by

\[
H(Y) = \mathbb{E}_Y \left[ \log_2 \left( \frac{1}{Pr(Y)} \right) \right] = -\sum_{y \in \mathcal{Y}} Pr(y) \log_2 (Pr(y)).
\]

It will always be clear from the context whether the function \( H(\cdot) \) is taking a scalar or a random variable as its argument. For a positive integer \( n \), the set \( \{1, 2, \ldots, n\} \) is denoted by \( [n] \).

Definition 1: Let \( \mathcal{X} = (x_1, \ldots, x_M) \) be a database of \( M \) records sampled i.i.d. from a random variable \( X \) on a metric space \( \mathcal{V} \). Suppose that \( \mathcal{X} \) is replicated on \( N \) non-communicating servers, and that a user has his own record \( x \in \mathcal{V} \) and a desired search radius \( r > 0 \). A private
proximity retrieval (PPR) scheme for this setup consists of three algorithms.

1) A randomized algorithm $Q$ that forms $N$ queries, $q_1, \ldots, q_N$, depending on $X$, $M$, the user’s record $x$, and the search radius $r$.

2) An algorithm $A$ that calculates answers $A_n$, for $n \in [N]$, given a query $q_n$ generated by the algorithm $Q$, and the database $X$.

3) An algorithm $R$ that calculates exactly the set $I(x, r)$, given $X$, $x$, $r$, the set of queries $q_1, \ldots, q_N$, and the corresponding answers $A_1, \ldots, A_N$.

Definition 2: For a given PPR scheme, the user’s privacy at a server $n \in [N]$ is defined to be

$$P_n = \frac{H(X|q_n)}{H(X)}.$$ 

The user’s privacy at server $n \in [N]$ measures the fraction of bits of $x$ which is kept private from server $n$. We note that an alternative definition for the privacy can use the mutual information $I(X;q_n) = H(X) - H(X|q_n) = (1 - P_n)H(X)$ between the user’s record and the query sent to the server. While we see these two definitions equivalent, we chose the one presented in Definition 2 in order to reflect the fraction of the bits of the user’s record that remains private. Note that our definitions do not demand that a PPR scheme has perfect privacy, and a more general version of this work will be the trade-off between the privacy $P_n$, the search radius $r$, and the number of servers $N$ required by the PPR schemes. Lastly we comment here that a more general definition of this problem, which takes also into account the distortion of computing the set $I(x, r)$, has been presented in a research which has motivated the current paper (see [12]).

Remark 3: The assumption under the model studied in the paper is that all records stored in the database as well as the user’s record are i.i.d. We follow this setup for the simplicity of the model and also to be consistent with the models studied in PIR problems which carry the same assumption on the results stored in the database and the requested record by the user. Extending this model for other cases in which this assumption no longer holds and specifically when the user’s record depends on the records stored in the database is an interesting problem by itself which is out of the scope of this work and is thus left for future research.

B. A Simple Scheme for Hamming Space

The main part of the current work concentrates on the case of $V = \mathbb{F}_2^L$, $d$ is the Hamming distance on $\mathbb{F}_2^L$, and the random variable $X$ whose distribution is the uniform distribution over $\mathbb{F}_2^L$, and this is the case to which we now specify unless stated explicitly otherwise. For two vectors $u$ and $v$ of the same length, the Hamming distance between $u$ and $v$ is denoted by $d(u, v)$ and the Hamming weight of $u$ is denoted by $w(u)$. The support of $u$ will be denoted by $\text{supp}(u)$. For $s \geq 0$, let $\mathcal{W}_s$ be the set of all vectors of weight exactly $s$ in $\mathbb{F}_2^L$, i.e., $\mathcal{W}_s = \{ y \in \mathbb{F}_2^L \mid w(y) = s \}$. The following proposition will motivate our approach.

Proposition 3: Given $r, s, L \geq 0$ such that $r < L$ and $x \in \mathbb{F}_2^L$, we have that

$$B(x, r) = \bigcap_{z \in \mathcal{W}_s} B(x + z, r + s)$$

(1)

if and only if $r + 2s + 1 \leq L$.

Proof: Assume first that $r + 2s + 1 \leq L$. By translation invariance of the Hamming distance, we can assume that $x = 0$. Let $y \in B(0, r)$, i.e., $y$ is a vector whose Hamming weight is at most $r$. Clearly, $y \in B(z, r + s)$ for all $z \in \mathcal{W}_s$, since $d(z, y) \leq w(z) + w(y) \leq s + r$. Hence, $B(0, r) \subseteq \bigcap_{z \in \mathcal{W}_s} B(z, r + s)$.

Now let $w(y) > r$, and without loss of generality we assume that the support of $y$ is exactly the first $w(y)$ coordinates. Let $z \in \mathcal{W}_s$ be the vector with support on the last $s$ coordinates. We see that

$$d(y, z) = w(y) + w(z) - 2|\text{supp}(y) \cap \text{supp}(z)|$$

$$= w(y) + s - 2 \max\{0, w(y) + s - L\}.$$ 

Now if $w(y) \leq L - s$, i.e., the vectors $y$ and $z$ share no support, it holds that $d(y, z) = w(y) + w(z) > r + s$ and hence $y \notin B(z, r + s)$. On the other hand, if $y \geq L - s$ it holds that $d(y, z) = w(y) + w(z) - 2(w(y) + s - L) = 2L - w(y) - s \geq L - s > r + s$, where the last equation follows from $L > r + 2s$. Hence, $y \notin B(z, r + s)$.

For the other direction, let $B(x, r) = \bigcap_{z \in \mathcal{W}_s} B(x + z, r + s)$ and assume for contradiction that $r + 2s + 1 > L$. We will exhibit a vector $y$ which is in $\bigcap_{z \in \mathcal{W}_s} B(x + z, r + s)$ but not in $B(x, r)$, which will lead to a contradiction. Given $x$, consider the all-ones vector $1$ and let $y = x + 1$. Clearly $y \notin B(x, r)$ since $d(x, y) = L > r$. One can easily verify that $d(x + z, y) = d(z, 1) = L - s \leq r + s$ and hence $y$ is contained in $B(x + z, r + s)$ for all $z \in \mathcal{W}_s$. Thus, $r + 2s + 1 \leq L$.

Proposition 3 suggests that to construct a PPR scheme for retrieving $I(x, r)$, we should apply a PPR scheme wherein the user randomly picks a different translation vector $z \in \mathcal{W}_s$ for each of $N = |\mathcal{W}_s| = 2^s$ servers, and sends each server the vector $x + z$. The queries are of the form $(x + z, r + s)$ for all $z \in \mathcal{W}_s$, and are transmitted to a set of servers indexed by the elements of $\mathcal{W}_s$. Thus, the server corresponding to an element $z \in \mathcal{W}_s$ will respond with the indices $I(x + z, r + s)$. By Proposition 3, we have

$$I(x, r) = \bigcap_{z \in \mathcal{W}_s} I(x + z, r + s),$$

(2)

and hence the user can compute $I(x, r)$ exactly. The next example demonstrates the ideas of the proposed scheme.

Example 1: Assume that $M = 8$, $L = 8$, $r = 1$, $s = 2$, the user record is the zero vector $0 \in \mathbb{F}_2^3$, and the database is $X = (x_1 = 10000000, x_2 = 01110001, x_3 = 00100000, x_4 = 00100100, x_5 = 00010000, x_6 = 00011101, x_7 = 01101010, x_8 = 00000011)$. Hence, the user is interested in computing the set

$$I(0, 1) = \{ m \in \{1, \ldots, 8\} \mid x_m \in B(0, 1) \} = \{1, 3, 5\}.$$ 

Following the scheme proposed by Proposition 3, we use the set $\mathcal{W}_2 = \{ y \in \mathbb{F}_2^3 \mid w(y) = 2 \}$ and $|\mathcal{W}_2| = 28$ servers.
Each server is assigned with a query of the form \((z, 1 + 2 = 3)\)
where \(z \in W_2\) and transmits the set of indices in the set \(I(z, 3)\). One can verify that \(B(0, 1) = \bigcap_{z \in W_2} B(z, 3)\) and thus \(I(0, 1) = \bigcap_{z \in W_2} I(z, 3)\). The privacy at each server is
\[
\log_2 \left( \frac{\binom{L}{s}}{L} \right) \approx 0.6, \text{ since every server only knows that the distance}
\text{between its query and the user’s record is exactly two.}
\]
However, the number of servers \(N\) for such a scheme is unacceptably large. With the intention of reducing the number of servers but retaining the general scheme outline, we introduce the following family of PPR schemes.

C. A General PPR Scheme and Some Basic Properties

While the PPR scheme described in the previous subsection using the set \(W_s\) has the advantage of being easy to describe, the number of servers is \(N = \binom{L}{s}\), which even for small values of \(L\) is unreasonable. Our general strategy for improving on this construction will be to consider subsets \(Z \subseteq W_s\) which satisfy the equation of Proposition 3, but for which \(|Z| \ll |W_s|\). We formalize the family of PPR schemes we will consider in the following definition.

**Definition 4:** Let \(X = (x_1, \ldots, x_M)\) be a database of \(M\) records sampled i.i.d. from a random variable \(X\) on a metric space \(V\). Suppose that \(X^c\) is replicated on \(N\) non-communicating servers, and that a user has his own private record \(x \in V\), which is chosen uniformly at random over \(V\). The user also has a desired search radius \(r > 0\), another integer parameter \(s > 0\), and a set of query vectors \(Z \subseteq W_s\) of size \(N\), all of which are public knowledge.

The PPR scheme \(PPR(r, s, Z)\) associated with this setup is defined to consist of the following algorithms:

1) The algorithm \(Q\) applies a uniform random permutation of \([L]\) to the coordinates of all vectors \(z_n \in Z\), and then sends the query \(q_n = (x + z_n, r + s)\) to server \(n = 1, \ldots, N\), where \(x\) is the user’s record.

2) The algorithm \(A\) computes
\[
A_n = I(x + z_n, r + s) = \{m \in [M] \mid d(x + z_n, x_m) \leq r + s\}.
\]

3) The algorithm \(R\) computes
\[
I(x, r) = \bigcap_{n \in [N]} A_n = \bigcap_{n \in [N]} I(x + z_n, r + s).
\]

**Proposition 5:** For the PPR scheme \(PPR(r, s, Z)\), the privacy at any server \(n \in [N]\) satisfies
\[
P_n = \frac{\log_2 \left( \frac{\binom{L}{s}}{L} \right)}{L}.
\]

In particular, if \(\sigma = s/L\) is constant with respect to \(L\), then \(P_n \to H(\sigma)\) as \(L \to \infty\).

**Proof:** The coordinate permutation used in the algorithm \(Q\) guarantees that any single server observes an element \(x + z\) which is chosen uniformly at random amongst all vectors of \(V^L\), which are at distance \(s\) from \(x\), i.e., the set \(x + W_s\). Therefore \(H(X|q_n) = \log_2 |W_s|\). Since \(x\) is a sample of the uniform distribution on \(V^L\), we have \(H(X) = L\) and the result holds. In case \(\sigma = s/L\), computing the limit as \(L \to \infty\) is straightforward and may be done using Stirling’s approximation.

Let \(P_r = P_n\) for the PPR scheme \(PPR(r, s, Z)\), which by Proposition 5 is independent of \(n\). It is not hard to show that \(P < H(\sigma)\), thus approximating \(P \approx H(\sigma)\) for large \(L\) slightly overestimates the privacy level. Nevertheless, to maximize privacy, one wants \(\sigma\) to be as close as possible to \(1/2\), so that \(H(\sigma) \approx 1\). Apart from its role in the above brief analysis of the privacy of \(PPR(r, s, Z)\), the random coordinate permutation used by the algorithm \(Q\) is largely immaterial to the analysis of the scheme, and in what follows we will largely ignore it.

From the definition of the PPR scheme \(PPR(r, s, Z)\), we see that it is possible to successfully compute the desired set of indices \(I(x, r)\) if the set \(Z\) satisfies \(I(x, r) = \bigcap_{z \in Z} I(x + z, r + s)\). Furthermore, the scheme uses \(N = |Z|\) servers and obtains an asymptotic privacy level of \(H(\sigma)\) where \(\sigma = s/L\). Hence, for given values of \(L, s, r\), the goal is to find a set \(Z\) of minimum size, which translates to the number of servers required by the PPR scheme \(PPR(r, s, Z)\). For the rest of the paper we study this value which will be denoted by \(N(L, s, r)\). That is, \(N(L, s, r)\) is the minimum size of a set \(Z\) such that for all \(x \in V\), it holds that \(I(x, r) = \bigcap_{z \in Z} I(x + z, r + s)\). The main ideas of this scheme are demonstrated in the next example.

**Example 2:** In this example, we continue Example 1 and note that instead of using the set \(W_2\), one can use the set \(Z = \{11000000, 00110000, 00001100, 00000011\}\) and still receive that \(B(0, 1) = \bigcap_{z \in Z} B(z, 3)\). Hence, instead of using 28 servers as in Example 1, it is possible to use only four servers and still successfully compute the set \(I(0, 1) = \bigcap_{z \in Z} I(z, 3)\), as required by the user.

Note that the privacy level is the same as in Example 1, since the user is actually sending four queries of weight two with disjoint supports, rather than sending \(Z\) itself. Therefore, from the perspective of each server, there are still 28 possibilities for the user’s record, and not four possibilities.

III. LOWER BOUNDS ON THE SIZE OF PPR CODES

In this section, we start in analyzing the quantity \(N(L, s, r)\), which is the minimum number of servers required for the PPR schemes introduced in Definition 4. The set of query words related to these servers form a code for PPR schemes. This section starts by giving a formal definition and an appropriate name for these codes and continue with lower bounds on the size of such codes. Upper bounds will be provided in Section IV and analysis on the lower and upper bounds will be discussed in Section V.

Proposition 3 has motivated the definitions of PPR schemes and the quantity \(N(L, s, r)\) in Section II. We note that the right hand side of (1) reflects the elements which are covered by intersection of balls centered at words whose distance from the record of the user is \(s\). This is the motivation for the following definition. For given \(L, s\), and \(r\), such that \(L \geq r + 2s + 1\), let \(C\) be a subset of \(W_s\) such that
\[
B(0, r) = \bigcap_{c \in C} B(c, r + s).
\]
Such a set $C$ will be called an $(L, s, r)$ Private Proximity Retrieval Intersection Covering code, or an $(L, s, r)$ PPRIC code in short. Let $N(L, s, r)$ be the minimum number of codewords in such an $(L, s, r)$ PPRIC code $C$. We continue and discuss bounds on the sizes of such codes and some properties related to their structure. Our main interest is in bounds for which $r$ is fixed, $L \to \infty$, and $\sigma = \frac{2}{3}$ is fixed.

An important concept that will be used in our lower bounds and constructions for PPRIC codes is a word which has a nonempty intersection with the support of each codeword of a given PPRIC code. Given a PPRIC code $C$, a word $v \in \mathbb{F}_2^{L}$ is called an intersection PPR word related to $C$, if $\text{supp}(v) \cap \text{supp}(c) \neq \emptyset$ for each $c \in C$. Such a word $v$ is called a minimal intersection PPR word (an MIPPW word in short) if there is no other intersection PPR word $u$ such that $\text{supp}(u) \subset \text{supp}(v)$.

**Lemma 6:** Let $r$, $s$, and $L$ be nonnegative integers, such that $L \geq 2s + r + 1$, and let $C \subseteq \mathcal{W}_s$ be an $(L, s, r)$ PPRIC code. If $v$ is an MIPPW word, then $wt(v) \geq r + 3$.

**Proof:** Assume to the contrary that $v$ is an MIPPW word with respect to $C$ and $wt(v) \leq r + 2$, and let $y \in \mathbb{F}_2^{L}$ be any word of weight $r + 2$ such that $\text{supp}(v) \subseteq \text{supp}(y)$. Since $\text{supp}(v) \cap \text{supp}(c) \neq \emptyset$ for all $c \in C$ and $\text{supp}(v) \subseteq \text{supp}(y)$, it follows that $|\text{supp}(y) \cap \text{supp}(c)| \geq 1$ for all $c \in C$. Hence, for any $c \in C$, we have that
\[
d(y, c) = \text{wt}(y) + \text{wt}(c) - 2|\text{supp}(y) \cap \text{supp}(c)| = r + 2 - s - 2|\text{supp}(y) \cap \text{supp}(c)| \leq r + s
\]
and therefore, $y \in \bigcap_{c \in C} B(c, r + s)$, a contradiction to (3) since $wt(y) > r$.

The number of codewords in a PPRIC code $C$ is always an upper bound on the weight of the related MIPPW word and hence

**Corollary 7:** If $r$, $s$, and $L$ are nonnegative integers, such that $L \geq 2s + r + 1$, then $N(L, s, r) \geq r + 3$.

By Lemma 6, the weight of an MIPPW word is at least $r + 3$. This motivates constructions and lower bounds on the sizes of $(L, s, r)$ PPRIC codes for which the weight of each MIPPW word is exactly $r + 3$. Lemma 6 also implies that we can obtain bounds on $N(L, s, r)$ by considering words which intersect the support of every $c \in C$ (where $C$ is a PPRIC code which attains the value of $N(L, s, r)$) in at least one coordinate. This approach was used to prove the following theorem presented in [12] which is proved by repeatedly applying Lemma 6.

**Theorem 8:** If $r$, $s$, and $L$ are nonnegative integers, such that $L \geq 2s + r + 1$, then
\[
N(L, s, r) \geq \max_{k=0,\ldots,r+1} \left\{ \frac{r + 3 - k}{(1 - \sigma)^k} \right\},
\]
where $\sigma = s/L$.

One can easily verify that the values in (4) are increasing with $k$, as long as $k \leq \lfloor r + 4 - 1/\sigma \rfloor$. Thus, $N(L, s, r) \geq \left\lfloor \frac{r + 3 - k}{(1 - \sigma)^k} \right\rfloor$, where $\sigma = s/L$ and $k = \max\{0, \lfloor r + 4 - 1/\sigma \rfloor \}$.

Note that Theorem 8 implies Corollary 7. In the sequel we obtain a lower bound which also implies Theorem 8. The new lower bound is based on design theory, and specifically on covering designs, and we will present first the required definitions for this lower bound. These definitions will be also used in our constructions given in the next subsection. We will show that our PPRIC codes are covering codes (more commonly known as covering designs or just coverings) which have some additional constraints.

An $(n, k, t)$ covering design, $n \geq k \geq t > 0$, is a collection of $k$-subsets (called blocks) of an $n$-set, w.l.o.g. $[n]$, (whose elements are called points), such that each $t$-subset of the $n$-set is contained in at least one block of the collection. Let $c(n, k, t)$ denote the minimum number of blocks in such an $(n, k, t)$ covering design. Finally, the complement $\bar{S}$ of the design $S$ is defined by
\[
\bar{S} \triangleq \{ [n] \setminus B : B \in S \}.
\]

Similarly for a binary code $C$ of length $n$, the complement $\bar{C}$ is the code formed from the binary complements of all the codewords in $C$. In other words, the codewords in $\bar{C}$ are exactly all the words whose set of supports is $\{ [n] \setminus \text{supp}(c) : c \in C \}$.

Covering designs were extensively studied mainly from a combinatorial point of view [24]. They have also found many applications, especially in various problems related to coding theory, e.g. [14]. Bounds on the sizes of covering designs, i.e. on $c(n, k, t)$, are very important in our discussion as a consequence of the connection between PPRIC codes and covering designs given in the next result.

**Lemma 9:** The set of supports in the complement of an $(L, s, r)$ PPRIC code is an $(L, L - s - r + 2)$ covering design.

**Proof:** Let $C$ be an $(L, s, r)$ PPRIC code. Define $S \triangleq \{ \text{supp}(c) : c \in C \}$ and $\bar{S}$ its complement design. By Lemma 6, for an $(L, s, r)$ PPRIC code all MIPPW words have at least weight $r + 3$. It implies that there are no $r + 2$ coordinates which contain an element from the support of each codeword. In other words, for each subset $P \subseteq [L]$ of size $r + 2$ there exists a codeword $c \in C$ such that $P \cap \text{supp}(c) = \emptyset$. It follows that for each subset $P \subseteq [L]$ of size $r + 2$ there exists a block $B \in \bar{S}$ such that $P \subseteq B$. Moreover, in $\bar{S}$ each block has size $L - s$. Thus, $\bar{S}$ forms an $(L, L - s, r + 2)$ covering design.

An $(L, s, r)$ PPRIC code $C$ is the complement of an $(L, L - s, r + 2)$ covering design. Therefore, for every word $v$ of weight $r + 1$ or $r + 2$, there exists a codeword $c \in C$ such that $\text{supp}(c) \cap \text{supp}(v) = \emptyset$. However, a PPRIC code has some more requirements. Equality (3) suggests that, for each word $v$ of weight $r + 2\gamma - 1$ or $r + 2\gamma$, $\gamma \geq 1$, there exists a codeword $c \in C$ such that $|\text{supp}(c) \cap \text{supp}(v)| < \gamma$. This implies that $d(v, c) = \text{wt}(v) + s - 2|\text{supp}(c) \cap \text{supp}(v)| \geq r + 2\gamma - 1 + s - 2(\gamma - 1) > r + s$ as expected.

These properties of PPRIC codes imply a method to verify whether a code $C$ is indeed an $(L, s, r)$ PPRIC code. To show that $C$ is a PPRIC code, we just need to prove that any word of length $L$ which intersects each codeword of $C$ in at least $\gamma$ coordinates should have weight at least $r + 2\gamma + 1$. Equivalently, to show that $C$ is not a PPRIC code, we just need to find one word of weight $r + 2\gamma$ which intersects each codeword.
of $C$ in at least $\gamma$ coordinates, and therefore has distance at most $r+s$ from all the codewords of $C$.

Remark 4: Lemma 9 (see also Corollary 50) implies that given an $(L, s, r)$ PPRIC code $C$, for each word $v$ of length $L$ and weight $L - r - 2$, there exists a codeword $c \in C$ such that $\text{supp}(c) \subseteq \text{supp}(v)$. For each word $v$ of length $L$ and weight $L - r - 2 - 2\gamma$, $\gamma \geq 0$, there exists a codeword $c \in C$ such that $|\text{supp}(c) \cap \text{supp}(v)| \geq s - \gamma$. This is exactly what is required for data compression as explained in [14], where some bounds including asymptotic bounds in this direction are given.

Lemma 9 also implies the following important lower bound.

Corollary 10: If $r$, $s$, and $L$ are nonnegative integers, such that $L \geq 2s + r + 1$, then $N(L, s, r) \geq c(n, k, t - 2)$. (or in the notation of covering designs, $N(n, n-k, t-2) \geq c(n, k, t)$.)

Corollary 10 implies several lower bounds on $N(L, s, r)$. In fact, most of our lower bounds are based on the lower bounds on the size of the related covering designs, but there are some parameters for which $N(L, s, r) > c(L, L-s, r+2)$ as we will see in the sequel. The first lower bound is the basic covering bound implied directly from Corollary 10.

Lemma 11: If $r$, $s$, and $L$ are nonnegative integers, such that $L \geq 2s + r + 1$, then

$$N(L, s, r) \geq \frac{(L+2)}{L-s}.$$  

The next result is well known as the Schönheim’s bound [32].

Lemma 12: If $n > k > t > 0$, then

$$c(n, k, t) \geq \left\lceil \frac{n}{k} c(n-1, k-1, t-1) \right\rceil.$$  

Lemma 12 can be applied iteratively to obtain several results.

Corollary 13: If $n > k > t > 0$, then

$$c(n, k, t) \geq \left\lceil \frac{n}{k} \left[ n-1 \atop k-1 \right] \cdots \left[ n-\ell+1 \atop k-\ell+1 \right] c(n-\ell, k-\ell, t-\ell) \right\rceil.$$  

Corollary 14: If $n > k > t > 0$, then

$$c(n, k, t) \geq \left\lceil \frac{n}{k} \left[ n-1 \atop k-1 \right] \cdots \left[ n-t+1 \atop k-t+1 \right] \right\rceil.$$  

Corollary 15: If $r$, $s$, and $L$ are nonnegative integers, such that $L \geq 2s + r + 1$, then

$$N(L, s, r) \geq \left\lceil \frac{L}{L-s} \left[ L-1 \atop L-s-1 \right] \cdots \left[ L-\ell+1 \atop L-s-\ell+1 \right] c(\ell-\ell, L-s-\ell, r+2-\ell) \right\rceil.$$  

Lemma 11 can be derived from Corollary 14 as similarly Corollary 15 implies Lemma 11. Corollary 14 also implies that $c(n, k, t) \geq t+1$ (since $\left\lceil \frac{n-t+1}{k-t+1} \right\rceil \geq 2$ and $\left\lceil \frac{n}{k} M \right\rceil \geq M + 1$ for any positive integer $M$ and $0 \leq i \leq k-1$) and by applying

Corollary 15 we obtain Theorem 8. By Corollary 15 and since $s = \sigma L$ it follows that

$$N(L, s, r) \geq \left\lceil \frac{L}{L-s} \left[ L-1 \atop L-s-1 \right] \cdots \left[ L-\ell+1 \atop L-s-\ell+1 \right] c(\ell-\ell, L-s-\ell, r+2-\ell) \right\rceil,$$  

and since $c(n, k, t) \geq t+1$ we have that

$$N(L, s, r) \geq \left\lceil \frac{L}{L-s} \left[ L-1 \atop L-s-1 \right] \cdots \left[ L-\ell+1 \atop L-s-\ell+1 \right] (r+3-\ell) \right\rceil,$$  

and hence Theorem 8 follows.

Usually, $(n, k, t)$ covering designs were considered for small $k$ and $t$, i.e. $n \geq 2k$. In our context we need small $t$ and large $k$, i.e. small $n-k$. These types of designs were considered for a given $m$ and $t$, and pairs $(n, k)$ such that $m = c(n, k, t)$. There has been extensive research in this direction, which is exactly what is required for our bounds on PPRIC codes. The main difficulty as was pointed in [24] is to establish the correct lower bound. This usually has required a very long and complicated proof. Mills [23] and Todorov [37] found the maximum ratio $\frac{L}{s}$ on the pairs $(n, k)$ such that $m = c(n, k, t)$. The first value was given by Mills [23, Theorem 2.2 and Theorem 2.3]. This is quoted as in Todorov [37, Theorem 2].

Theorem 16: Let $n > k > t > 0$ and assume that $m = c(n, k, t)$. If $m$ and $t$ are positive integers such that $t < m \leq \frac{3t+3}{2}$, then

$$n \leq \frac{3t+3-m}{3t+1}.$$  

Therefore, if $\frac{n}{k} \leq \frac{3t+3-m}{3t+1}$ then $c(n, k, t) \geq t+1$; if $t+1 < m \leq \frac{3t+3}{2}$ and $\frac{3t+3-m}{3t+1} < \frac{n}{k} \leq \frac{3t+3}{2}$, then $c(n, k, t) \geq m$.

Clearly, we have to translate the results from the pair of parameters $(n, k)$ to the pair $(L, s)$ which is performed by the simple equation $\frac{n}{k} = \frac{L-s}{L}$. This implies that $\frac{k}{n} = \frac{L-s}{L} = 1 - \frac{s}{L}$ and $\frac{k}{n} = 1 - \frac{s}{L}$. Theorem 16 was extended by Todorov [37] as follows.

Theorem 18: If $n > k > t > 0$ and $m = c(n, k, t)$, then for every integer $\ell \geq 1$ we have the following results.

1) If $m = 3\ell + 1$ and $t = 2\ell - 1$, then $\frac{n}{k} \leq \frac{9\ell-1}{9\ell-7}$.  
2) If $m = 3\ell + 2$ and $t = 2\ell$, then $\frac{n}{k} \leq \frac{9\ell+3}{9\ell-7}$.  
3) If $m = 3\ell + 3$ and $t = 2\ell$, then $\frac{n}{k} \leq \frac{9\ell+6}{9\ell-7}$.

Theorem 16 and Theorem 18 lead to the following consequences.

Corollary 19: If $n > k > t > 0$ and $m = c(n, k, t)$, then for every integer $\ell \geq 1$ we have the following results.

1) If $t$ is odd and $\frac{9\ell+3}{9\ell-7} < \frac{n}{k} \leq \frac{9\ell+6}{9\ell-7}$, then $c(n, k, t) \geq \frac{3\ell+5}{2}$.
2) If \( t \) is even and \( \frac{3t+4}{3t} < n/k \leq \frac{3t+3}{3t-1} \), then 
\( c(n, k, t) \geq \frac{3t+4}{2} \).

3) If \( t \) is even and \( \frac{3t+3}{3t-1} < n/k \leq \frac{3t+2}{3t-2} \), then 
\( c(n, k, t) \geq \frac{3t+6}{2} \).

**Corollary 20:** Let \( r, s, \) and \( L \) be nonnegative integers, such that 
\( L \geq 2s + r + 1 \).

1) If \( r \) is odd and \( \frac{9r+25}{2} \leq L/s < \frac{3r+9}{4} \), then we have
\( N(L, s, r) \geq \frac{2r+11}{2} \).

2) If \( r \) is even and \( \frac{3r+6}{2} \leq L/s < \frac{3r+10}{4} \), then we have
\( N(L, s, r) \geq \frac{2r+10}{2} \).

3) If \( r \) is even and \( \frac{3r+8}{2} \leq L/s < \frac{3r+9}{4} \), then we have
\( N(L, s, r) \geq \frac{2r+12}{2} \).

So far we have listed several lower bounds of \( N(L, s, r) \) implied by lower bounds on \( c(n, k, t) \). In the sequel it will be shown that equality holds for almost all the bounds in Corollaries 17 and 20, by presenting optimal covering designs whose complement are PPRIC codes. The covering designs will be constructed in Section IV, where the analysis and the exact parameters for which they are attained are summarized in Section V. However, there is one exception for Corollary 20(3) when \( r = 0 \), which is the next result, demonstrating the difference between the lower bounds on \( c(n, k, t) \) and \( N(L, s, r) \). The proof is quite tedious and to simplify some parts we present some auxiliary claims throughout the proof. The complete proof is presented in Appendix A.

**Theorem 21:** If \( L \) and \( s \) are integers such that \( L/s = 2 + \epsilon \), where \( \epsilon < \frac{1}{2} \), then \( N(L, s, 0) \geq 6 \).

Theorem 21 is important as it presents a set of parameters for which the smallest PPRIC code has larger size than the smallest related covering design. This will be further discussed in Section V.

**IV. UPPER BOUNDS ON THE SIZE OF PPRIC CODES**

In this subsection we present a few constructions for PPRIC codes which imply upper bounds on \( N(L, s, r) \). Some of these bounds can be derived from constructions of covering designs in [17], [23], where the covering designs can be proved to be also PPRIC codes. But, these constructions of covering designs are not always PPRIC codes, and for many parameters no constructions are given. Other bounds known from the general constructions on covering designs are given in [16]. Analysis of our construction, and especially with comparison of related covering designs, will be given in Section V. By Proposition 3 we know that for an \( (L, s, r) \) PPRIC code, \( L \geq 2s + r + 1 \). There are only trivial requirements on the parameters of an \( (n, k, t) \) covering design. By Corollary 10 we have that \( N(L, s, r) \geq c(L, L - s, r + 2) \) and hence for the related \( (L, L - s, r + 2) \) covering design we only have \( L \geq L - s \geq r + 2 \), i.e. \( L \geq s + r + 2 \). The first result implies that if \( L \geq (r + 3)s \), then the optimal \( (L, s, r) \) PPRIC code is derived in a trivial way.

**Theorem 22:** If \( r, s, \) and \( L \) are nonnegative integers such that \( L \geq (r + 3)s \), then \( N(L, s, r) \leq r + 3 \).

**Proof:** Let \( L \geq (r + 3)s \) and \( C \) be a code which consists of \( r + 3 \) codewords with \( r + 3 \) disjoint support sets. In view of the definition for an \( (L, s, r) \) PPRIC code, we only have to show that for any vector \( v \) of weight \( r + 2\gamma - 1 \) or \( r + 2\gamma, \gamma > 0 \), there exists a codeword \( c \in C \) such that \( d(v, c) > r + s \). Let \( v \) be such a vector. If \( |\text{supp}(c) \cap \text{supp}(v)| \geq \gamma \) for each \( c \in C \), then since the codewords of \( C \) have disjoint support sets it follows that \( wt(v) \geq (r + 3)\gamma > r + 2\gamma \), a contradiction. Hence, there exists at least one codeword \( c \in C \) such that \( |\text{supp}(c) \cap \text{supp}(v)| < \gamma \). For this codeword \( c \) we have \( d(v, c) = s + wt(v) - 2|\text{supp}(c) \cap \text{supp}(v)| > r + s \) and therefore \( C \) is an \( (L, s, r) \) PPRIC code and the proof is completed.

In view of Theorem 22 and Corollary 7 (also Theorem 8 with \( k = 0 \)) we have the following corollary.

**Corollary 23:** If \( r, s, \) and \( L \) are nonnegative integers such that \( L \geq (r + 3)s \), then \( N(L, s, r) = r + 3 \).

As a consequence of Corollary 23, henceforth we only consider values of \( L \) for which \( 2s + r + 1 \leq L < (r + 3)s \). It appears that many of the constructions of optimal covering designs or almost optimal, are also constructions for optimal PPRIC codes or almost optimal, respectively. But, for some range of parameters there are constructions of covering designs which are certainly not PPRIC and also constructions of optimal covering designs which are not PPRIC codes. These will be discussed in Section V. Upper bounds on \( c(n, k, t) \) are not translated immediately into analog bounds on \( N(n, n - k, t - 2) \), but most upper bounds (constructions) on the size of covering designs have analog upper bounds (constructions) for PPRIC codes. These bounds on \( c(n, k, t) \) for a related bound on \( N(n, n - k, t - 2) \) can be obtained, will be discussed in the next few paragraphs. These bounds can be found for example in [17].

**Lemma 24:** If \( n > k > t > 0 \) then \( c(n + 1, k + 1, t) \leq c(n, k, t) \).

**Corollary 25:** If \( n > k > t > 0 \) and \( \alpha \) are integers, then \( c(\alpha n, \alpha k, t) \leq c(n, k, t) \).

The analog of Lemma 24 is the following lemma which can be easily verified.

**Lemma 26:** If \( L, s, \) and \( r \) are nonnegative integer such that \( L \geq 2s + r + 1 \), then \( N(L + 1, s, r) \leq N(L, s, r) \).

Corollary 25 also has an analog bound on \( N(L, s, r) \) as follows.

**Lemma 27:** If \( L, s, r, \) and \( \alpha \), are nonnegative integer such that \( L \geq 2s + r + 1 \), then \( N(\alpha L, \alpha s, r) \leq N(L, s, r) \).

In contrary to Corollary 25 which is an immediate consequence from Lemma 24, Lemma 27 is not a consequence of Lemma 26 and a proof has to be provided. We omit the proof which is very similar (and relatively simpler) to proofs of results given in the sequel.

We continue with a construction for PPRIC codes which is general and all our other constructions for PPRIC codes are variants of this construction. To this end, we will need the following definition. For a given \( \ell \geq 0 \) a design of Type \( \ell \) is a collection of blocks of size \( s \) from a set \( Q \) having the following property. For any subset \( P \subseteq Q \), intersecting with each block in a subset whose size is at least \( t \), we have that \( |P| \geq \ell + t \). In other words, for a subset \( R \subseteq Q \) of size less than \( \ell + t \), there exists at least one block whose intersection with \( R \) is smaller than \( t \).

**Construction 1:** Let \( \ell_1, \ldots, \ell_p, p \geq 2 \), be nonnegative integers and let \( r = \sum_{i=1}^{p} \ell_i + p - 3 \). Choose \( p \) designs of
Types $\ell_1, \ldots, \ell_p$ on $p$ subsets of disjoint coordinates of $[L]$ to form a code $C$.

Theorem 28: The code $C$ produced in Construction 1 is an $(L, s, r)$ PPRIC code, where $r = \sum_{i=1}^p \ell_i + p - 3$.

Proof: Let $S_i$, $1 \leq i \leq p$, be the related design of Type $\ell_i$. It is sufficient to show that for each word $v$ of weight $r + 2t - 1$ or $r + 2t$, where $t \geq 1$, there exists a codeword $c \in C$, such that $d(v, c) > r + s$. Since $r + 2t = \sum_{i=1}^p \ell_i + p + 2t - 3 \leq \sum_{i=1}^p (\ell_i + t) - 1$, it follows that there exists one $i$ for which $|\text{supp}(v) \cap S_i| < \ell_i + t$. Hence, at least for one of codeword (block) $c \in S_i$ we have $|\text{supp}(v) \cap \text{supp}(c)| < t$ and hence

$$d(c, v) \geq s + r + 2t - 1 - 2(t - 1) > r + s$$

which completes the proof.

Next, we consider how to construct the best PPRIC code by using Construction 1. For this purpose, an important upper bound on $c(n, k, t)$ is the following theorem of Morley and van Rees [26] generalized in [17]. Covering designs obtained by the related methods are referred in that paper and also in [16] as a special case of a dynamic programming construction.

Theorem 29: If $n_1 > n - s > t_1 > 0$ and $n_2 > n - s > t_2 > 0$ are integers, then

$$c(n_1 + n_2, n_1 + n_2 - s, t_1 + t_2 + 1) \leq c(n_1, n_1 - s, t_1) + c(n_2, n_2 - s, t_2).$$

Construction 1 implies a related result for PPRIC codes.

Theorem 30: If $L_1 > L_1 - s > t_1 > 0$ and $L_2 > L_2 - s > t_2 > 0$ are integers, then

$$N(L_1 + L_2, s, t_1 + t_2 - 1) \leq c(L_1, L_1 - s, t_1) + c(L_2, L_2 - s, t_2).$$

To apply Construction 1 we have to consider constructions for designs of Type $\ell$. For this we will define the concept of a superset. Let $S$ be a collection of $\alpha$-subsets (called blocks) of an $n$-set, where $\alpha$ divides $n$ and $S$ is an $(n, n - \alpha, t)$ covering design. An $S$-superset is a set of $\frac{\alpha n}{\alpha}$ elements partitioned into $n$ pairwise disjoint subsets called grain-sets, where each grain-set has size $\frac{n}{\alpha}$. Each $S$-superset will contribute exactly $|S|$ codewords to the related PPRIC code, which will be a union of such $S$-supersets. Each codeword is defined by the support of $\alpha$ distinct grain-sets related to the $|S|$ blocks of $S$. Clearly, each support of such a codeword has weight $s$. The following lemma is required to apply Construction 1.

Lemma 31: If $\bar{S}$ is an $(n, n - \alpha, \ell)$ covering design, then the related $S$-superset (obtained from $S$), where each grain-set has size $\frac{n}{\alpha}$, is a design of Type $\ell$.

Proof: In the $S$-superset there are $n$ grain-sets each one of size $\frac{n}{\alpha}$ with labels $\{1, 2, \ldots, n\}$. Let $Q$ be the union of all these grain-sets. For any block $B \subseteq S$ whose size is $\alpha$, we form a codeword of size $s$ from the grain-sets related to $B$.

Assume the contrary that the $S$-superset is not a design of Type $\ell$, i.e., that we have a subset $Q' \subseteq Q$ of size at most $\ell + t - 1$, which intersects each block from the $S$-superset in a subset whose size is at least $t$. We distinguish now between two cases:

Case 1: $Q'$ contains elements from at least $\ell$ distinct grain-sets. Let $P \subseteq Q'$ be a subset of size $\ell$ with elements from distinct $\ell$ grain-sets. $P$ intersects $\ell$ grain-sets with labels $\{i_1, \ldots, i_\ell\} \subset \{1, 2, \ldots, n\}$. By the definition of an $(n, n - \alpha, \ell)$ covering design, $\{i_1, \ldots, i_\ell\}$ is contained in some $(n - \alpha)$-subset $\bar{B} \subseteq \bar{S}$. Therefore the block $B \in S$ is disjoint from the grain-sets with labels $\{i_1, \ldots, i_\ell\}$, and hence $|B \cap Q'| \leq t - 1$, a contradiction.

Case 2: $Q'$ contains elements from exactly $\ell'$ distinct grain-sets, where $\ell' \leq \ell$, with labels $\{i_1, \ldots, i_{\ell'}\} \subset \{1, 2, \ldots, n\}$. By the definition of an $(n, n - \alpha, \ell)$ covering design, $\{i_1, \ldots, i_{\ell'}\}$ is also contained in some $(n - \alpha)$-subset $\bar{B} \subseteq \bar{S}$. Therefore the block $B \in S$ is disjoint from the grain-sets with labels $\{i_1, \ldots, i_{\ell'}\}$, and hence $B \cap Q' = \emptyset$, a contradiction.

Therefore, we have proved that any subset of $Q$, which intersects each block from the $S$-superset in a subset whose size is at least $t$, should have size at least $\ell + t$. Thus, an $S$-superset is a design of Type $\ell$.

For the following two constructions, which are special cases of Construction 1, let $(k, 1)$-superset denote an $S$-superset, where $S$ is the trivial $(k + 1, 1, 1)$ covering design which consists of $k + 1$ blocks, each one of size one. This is a design of Type 1.

Construction 2 (A construction for odd $r$): Let $k \geq 1$ and $t, 0 \leq t \leq \frac{r}{k} - 1$, be an integer such that

$$L \geq \frac{r + 3 - t}{2} \frac{k + 1}{k + 2} + t \frac{(r + 3)(k + 1)}{2k} - t \frac{k + 1}{k + 2}.$$
hence we have

\[ r + 2 \gamma \geq wt(v) \geq \frac{r + 3}{2} (\gamma + 1), \]

which is not possible when \( \gamma > 0 \) and \( r \) is an odd positive integer.

**Construction 3 (A construction for even \( r \)):**

Let \( k \geq 1 \) and \( t, 0 \leq t \leq \frac{r}{2}, \) be an integer such that

\[
\frac{L}{s} = \left( \frac{r + 2}{2} - t \right) \left( \frac{k + 1}{k} \right) + \frac{(k + 2)}{k} + \frac{1}{2}.
\]

Let \( \{ A_i : 1 \leq i \leq t \} \) be a family of \( (k + 1, 1) \)-supersets, \( \{ A_i : t + 1 \leq i \leq \frac{r - 2}{2} \} \) be a family of \( \frac{r - 2}{2} - t \) \((k, 1)\)-supersets, where the \( \frac{r - 2}{2} \) supersets are pairwise disjoint. From each \( (k + 1, 1) \)-superset we form \( k + 2 \) codewords of weight \( s \) and from each \((k, 1)\)-superset we form \( k + 1 \) codewords of weight \( s \). To these codewords we add the last codeword of weight \( s \) whose support is disjoint to the supports of all the other codewords (which can be considered as a design of Type 0 itself).

Similarly to the proof of Theorem 32 (one which can prove the following theorem).

**Theorem 33:** Construction 3 produces an \((L, s, r)\) PPRIC code with

\[
\left( \frac{r + 2}{2} - t \right) \left( k + 1 \right) + t(k + 2) + 1 = \left( \frac{r + 2}{2} (k + 1) \right) + t + 1
\]
codewords.

The disadvantage of Construction 3 is that \( s \) elements of \([L]\) are occupied by just a single codeword and it requires just one element from a related MIPPR word with \( r + 3 \) elements. The other supersets occupy either \( s + \frac{r}{2} \) or \( s + \frac{r + 2}{2} \) elements of \([L]\) for two elements from the related MIPPR word. Consider this single codeword and an arbitrary superset. Together they contribute three elements to an MIPPR word. Replacing them by another type of superset, which still contributes three elements to an MIPPR word, but occupies less elements of \([L]\), may improve our upper bounds. Moreover, using other types of supersets and their combinations will yield better upper bounds and upper bounds for more parameters.

Finally, for many parameters we might find a smaller upper bound on \( N(L, s, r) \) than the one obtained via our constructions. One example is when \( r = 0 \) and \( L/s \geq \frac{6}{5} \). We have constructed the following \((L, s, 0)\) PPRIC code \( C = \{ c_1, c_2, c_3, c_4, c_5, c_6 \} \) of size six implying that \( N(L, s, 0) = 6 \). We define the following six sets of intersecting pairs, triples, and quadruples (note, that codewords are represented by \( s \)-subsets).

\[ A_1 \triangleq c_1 \cap c_2 \cap c_3 \cap c_4, \quad A_2 \triangleq c_1 \cap c_2 \cap c_5, \quad A_3 \triangleq c_3 \cap c_4 \cap c_5, \quad A_4 \triangleq c_1 \cap c_3 \cap c_6, \quad A_5 \triangleq c_2 \cap c_3 \cap c_6, \quad \text{and} \quad A_6 \triangleq c_4 \cap c_6. \]

Furthermore, let \(|A_1| = s/8, |A_2| = 5s/8, |A_3| = 3s/8, |A_4| = s/4, |A_5| = s/4, \) and \(|A_6| = s/2. \) The code \( C \) consists of the following six codewords:

\[
\begin{align*}
    c_1 & = 1111100011000000, \\
    c_2 & = 1111100001100000, \\
    c_3 & = 1000011111110000, \\
    c_4 & = 1000011100001111, \\
    c_5 & = 0111111110000000, \\
    c_6 & = 0000000011111111.
\end{align*}
\]

**Theorem 34:** The code \( C \) is an \((L, s, 0)\) PPRIC code of size six.

**Proof:** Let \( v \) be a word which intersects each codeword in \( C \) in at least \( t \) coordinates, \( t \geq 0 \). For each \( i, 1 \leq i \leq 6 \), let \( a_i \) be the size of the intersection of \( A_i \) and \( v \). Since \( v \) intersects each codeword of \( C \) in at least \( t \) coordinates, it follows that the following six inequalities must be satisfied.

\[
\begin{align*}
    &a_1 + a_2 + a_3 + a_4 + a_5 + a_6 \leq 2t, \\
    &a_1 + a_2 + a_3 + a_4 + a_5 \geq t, \\
    &a_1 + a_2 + a_5 \geq t, \\
    &a_1 + a_3 + a_5 \geq t, \\
    &a_1 + a_3 + a_6 \geq t, \\
    &a_2 + a_3 + a_6 \geq t, \\
    &a_2 + a_5 + a_6 \geq t.
\end{align*}
\]

Assume now that \( v \) has weight at most \( 2t \), i.e.

\[ a_1 + a_2 + a_3 + a_4 + a_5 + a_6 \leq 2t. \]

Equation (11), equation (9), and equation (10) imply that \( a_1 = 0 \). Equation (11), \( a_1 = 0 \), equation (6), and equation (8) imply that \( a_4 = 0 \). Equation (11), \( a_4 = 0 \), equation (5), and equation (10) imply that \( a_3 = 0 \). Equation (11), \( a_1 = 0 \), \( a_4 = 0 \), equation (5), and equation (7) imply that \( a_6 = 0 \), contradicting (8). Therefore, \( wt(v) \geq 2t + 1 \) which implies that \( C \) is an \((L, s, 0)\) PPRIC code.

Theorem 21 and Theorem 34 imply the following result

**Corollary 35:** If \( \frac{r - 2}{s} \leq \frac{4}{3} < \frac{6}{5} \) then \( N(L, s, 0) = 6 \) and if \( \frac{r - 2}{s} < \frac{4}{3} \) then \( N(L, s, 0) > 6 \).

The \((L, s, 0)\) PPRIC code \( C = \{ c_1, c_2, c_3, c_4, c_5, c_6 \} \) should motivate further research to find more constructions for \((L, s, r)\) PPRIC codes with \( r > 0 \). The related covering design presented in [23] has size six, but it is not a PPRIC code. This will be further discussed in Section V.

V. ANALYSIS OF THE LOWER AND UPPER BOUNDS

In this subsection we present a short analysis for the lower and upper bounds on \( N(L, s, r) \) which were obtained in the previous subsections. We are interested to know the gap between the upper and the lower bound on \( N(L, s, r) \) and in particular when these bounds coincide, i.e. the exact value of \( N(L, s, r) \) is known. We would like to know the range of parameters for which the bounds in Corollary 10 is attained, i.e. when the \((L, s, r)\) PPRIC code of the minimum size has the same size as the minimum size of an \((L, L - s, r + 2)\) covering design. A followup question is for which range the size of the minimum PPRIC code is strictly larger? Is there a region in which any \((L, L - s, r + 2)\) covering design is also an \((L, s, r)\) PPRIC code?
By Corollary 23 for \( L \geq (r + 3)s \) we have that 
\( N(L, s, r) = r + 3 \). The results of Mills and Todorov [23], [37] on covering designs provide several lower bounds for 
\( N(L, s, r) \) for certain regions of \( \frac{L}{s} \), while our constructions meet some of these bounds. To be more specific:

- The lower bound of Corollary 17 for odd \( r \) is met by applying Construction 2 and Theorem 32 with \( k = 1 \) and arbitrary \( t \);
- The lower bound of Corollary 17 for even \( r \) is met by applying Construction 3 and Theorem 33 with \( k = 1 \) and arbitrary \( t \);
- The lower bound of Corollary 20(1) is met by applying Construction 2 and Theorem 32 with \( k = 2 \) and \( t = 1 \);
- The lower bound of Corollary 20(2) is met by applying Construction 1 with \( r/2 \) \((2,1)\)-supersets, \( r > 0 \), and the design of Type 2 with 5 blocks coming from the \((9,5,2)\) covering design with the blocks:

\[
\{1,2,3,4,5\}, \{1,2,3,4,6\}, \{1,2,7,8,9\}, \{3,4,7,8,9\}, \{5,6,7,8,9\}.
\]

- The lower bound of Corollary 20(3) for \( r > 0 \) is met by applying Construction 1 with \( r/2 \) \((2,1)\)-supersets and the design of Type 2 with 6 blocks coming from the \((4,2,2)\) covering design with the blocks:

\[
\{1,2\}, \{1,3\}, \{1,4\}, \{2,3\}, \{2,4\}, \{3,4\}.
\]

To summarize, we have the following exact bounds on 
\( N(L, s, r) \).

**Theorem 36**: Let \( r, s, L \) be nonnegative integers such that 
\( L \geq 2s + r + 1 \).

1. If \( \frac{L}{s} \geq r + 3 \) then 
   \( N(L, s, r) = r + 3 \).

2. If \( r + 3 \leq m \leq \frac{3(r+3)}{2} \) and \( \frac{3r+9-m}{s} \leq \frac{L}{s} \leq \frac{3r+10-m}{2} \), then 
   \( N(L, s, r) = m \).

3. If \( r \) is odd and \( \frac{2r+25}{12} \leq \frac{L}{s} < \frac{3r+9}{4} \), then 
   \( N(L, s, r) = \frac{3r+11}{2} \).

4. If \( r \) is even and \( \frac{3r+9}{4} \leq \frac{L}{s} < \frac{3r+10}{4} \), then 
   \( N(L, s, r) = \frac{3r+10}{4} \).

5. If \( r > 0 \) is even and \( \frac{3r+8}{4} \leq \frac{L}{s} < \frac{3r+9}{4} \), then 
   \( N(L, s, r) = \frac{3r+12}{4} \).

6. If \( r = 0 \) and \( \frac{L}{s} \leq \frac{L}{s} < \frac{L}{s} \), then 
   \( N(L, s, 0) = 6 \).

Given any other set of parameters \( L, s, r \), what is the best strategy to form the smallest possible \((L, s, r)\) PPRIC code? Clearly, this is a difficult question, for which also the answer for the related covering designs is not known. Construction 1 is our general construction and it can be applied recursively using Theorem 30. But, this application is not unique, so dynamic programming (as mentioned in [17]) should be used to obtain the best bound. Note, that since our main interest is for \((L, s, r)\) PPRIC for fixed \( r \) and \( \frac{L}{s} \) (note that \( \sigma = \frac{2}{3} \)), where \( L \to \infty \), it follows that our construction will be based on supersets.

**Example 3**: Suppose that \( r = 11 \) and \( \frac{L}{s} = 7 \). We choose \( L = 56 \) and \( s = 8 \) and write \( 56 = L_1 + L_2 = 28 + 28 \), i.e. \( L_1 = L_2 = 28 \). Since \( c(28, 28, 6) \leq 25 \) [16] it follows that 
\( N(L, s, 11) \leq 50 \) for this case. Note that other covering designs can be used in this case. In general using \((n, k, t)\) covering designs with larger \( n \) would be better. For this case \( c(21, 15, 6) \leq 27 \) yields an \((L, s, 11)\) PPRIC code of size 54, and \( c(35, 25, 6) \leq 27 \) yields an \((L, s, 11)\) PPRIC code of size 54 implying that for small covering designs we sometimes have to be careful in our choice of code on which we apply Construction 1.

Is the value of 
\( N(L, s, r) \) always equal to the one of 
\( c(L, L - s, r + 2) \)? The answer is definitely no. For example, by Theorem 21 and Corollary 35, for \( r = 0 \), \( L/s = 2 + \epsilon \) where \( \epsilon < \frac{1}{2} \), we have 
\( N(L, s, r) = 6 \), while 
\( c(L, L - s, r + 2) = 6 \) [23]. Moreover, for any given nonnegative integers \( L, s, r \), such that 
\( L = 2s + r + 1 \), there exists an \((L, L - s, r + 2)\) covering design \( S \), where \( S \) is not an 
\((L, s, r)\) PPRIC code. Let \( A \) and \( B \) be two disjoint subsets of size \( 2s \) and \( r + 1 \), respectively. \( A \cup B \) will be the set of points for the design. Let \( R \) be any \((2s, s, r + 2)\) covering design on the points of \( A \). The set of blocks of the design is defined by 
\( S = \{T \cup B : T \in R\} \).

Clearly, the size of a block in \( S \) is \( s + r + 1 = L - s \), the number of blocks in \( S \) is the same as the number of blocks in \( R \), and \( S \) is a \((2s + r + 1, s + r + 1, r + 2)\) covering design. Moreover, the codewords in \( S \) have weight \( s \). Let \( v \) be the vector of length \( 2s + r + 1 \) for which \( \text{supp}(v) = A \). It is readily verified that the weight of \( v \) is \( 2s \) and since \( s > r \), it follows that \( 2s \geq r + 1 \). But, \( d(v, x) = s \leq r + s \) for each \( x \in S \), contradicting (3) and hence \( S \) is not an \((L, s, r)\) PPRIC code.

A related interesting question is the value of 
\( N(2s + r + 1, s, r) \) for each \( r \) and \( s > r \). It is easy to verify that for \( r \) odd 
\( N(2s + r + 1, s, r) \leq \left( s + \frac{r + 1}{s} \right) \).

For \( r \) even 
\( N(2s + r + 1, s, r) \leq \left( s + \frac{r}{s} \right) + \left( s + \frac{r + 2}{s} \right) \).

The construction for these bounds is by a partition of \((2s + r + 1)\) into two subsets \( S_1 \) and \( S_2 \) of size \( s \) which differ by at most one, and taking from \( S_1 \) and \( S_2 \) all the \( s \)-subsets. As indicated, some of the exact values for \( c(L, k, t) \) given in \([23,37]\) are also exact values for 
\( N(L, L - k, t - 2) \). The construction of the related covering designs yields also PPRIC codes. The constructions given in \([23,37]\) are special cases (or variants) of Construction 2 and Construction 3. For any given \( r \) and \( \sigma = \frac{2}{3} \), there exists an integer \( m_0(r, \sigma) \) such that for all \( m \leq m_0 \), 
\( N(L, s, r) = c(L, L - s, r + 2) = m \), for large enough \( L \). Finding \( m_0(r, \sigma) \) as well as proving more relations between PPRIC codes and covering designs are interesting problems for future research. The gap between the size of the optimal PPRIC code and the related covering design is a very intriguing question for future research as well.

**VI. Generalizations to Other Metrics**

In our exposition so far we have considered the database to consist of binary words of length \( L \) and the distance measure which was taken between the words was the Hamming metric. It appears that our framework of the PPR scheme and the PPRIC codes is not restricted for binary words and to the
Hamming scheme. In this section we consider the PPR scheme in other metrics. Some of the basic foundations of our setup are true to other metrics as well. The result of Proposition 3 (as well as many other results in this work) can be generalized for other metrics on other spaces. In other words, the database $X$ need not to be a set of binary words of length $L$ with the Hamming distance taken as the distance measure. The generalization of the PPRC codes to other metrics yields interesting covering codes in other metrics which were not examined before. In this section we consider a general framework for some of these spaces with their related distance measures.

Let $\mathcal{V}$ be a space with a distance measure $d$. By abuse of definition we call such a pair, a $(\mathcal{V}, d)$ scheme. The largest distance $L$ in the scheme is called the diameter of the scheme. A scheme will be called symmetric if

- for any two elements $u_1, u_2 \in \mathcal{V}$ such that $d(u_1, u_2) = k$, there exists a vertex $v \in \mathcal{V}$ such that $d(u_1, v) = L$ and $d(u_2, v) = L - k$;
- the size of a ball with radius $r$ around a word $x \in \mathcal{V}$ does not depend on $x$.

We will be interested only in symmetric schemes, some of which are defined in the next few paragraphs.

The Hamming scheme $H_q(L)$ consists of all words of length $L$ over an alphabet of size $q$. The Hamming distance $d_H(x, y)$ between two words $x$ and $y$ of length $L$ over an alphabet with $q$ letters is the number of coordinates in which they differ, i.e., $d_H(x, y) = |\{i : x_i \neq y_i\}|$.

The Johnson scheme $J(n, L)$ consists of all $L$-subsets of an $n$-set (equivalent to binary words on length $n$ and weight $L$). By abuse of notation we won’t distinguish between the representation by words or the one by $L$-subsets. The one which will be used will be understood from the context. The Johnson distance $d_J(x, y)$ between two $L$-subsets $x$ and $y$ is half of the related Hamming distance, i.e., $d_J(x, y) = d_H(x, y)/2$ which also implies that $d_J(x, y) = |\text{supp}(x) \setminus \text{supp}(y)|$.

The Johnson schemes $J(n, L)$ are isomorphic and hence w.l.o.g. we always assume that $2L \leq n$.

The Hamming scheme and the Johnson scheme (as well as some other schemes) are symmetric (the proof can be found in [21] as all these scheme are association schemes). There are other interesting and important schemes in coding theory, but we restrict ourselves to the previous metrics and ignore the others. For more information on other metrics and schemes the interested reader is referred to [21].

Our PPR schemes can be adapted to any symmetric scheme. We will leave this claim as an exercise to the reader and only refer in the sequel to the random permutation used in the scheme. For example, in the Hamming scheme over an arbitrary alphabet this permutation is exactly as in the binary Hamming scheme.

In our exposition there are three parameters — the radius $r$ for the record of the user, the radius $s$ from the proximity queries, and the diameter $L$ of the scheme. For an element $x \in \mathcal{V}$, let $W^s_x$ denote the set of words in $\mathcal{V}$ which are at distance $s$ from $x$, i.e. $W^s_x = \{z : d(z, x) = s\}$.

Given $x \in \mathcal{V}$, we want to express the ball $B(x, r)$ as an intersection of some other balls. The first step towards this goal is proved in the next result which generalizes one direction of Proposition 3.

**Proposition 37:** If $r, s, L$ are nonnegative integers such that $L > r + 2s + 1$ and $x$ is an element in a symmetric scheme $\mathcal{V}$ whose diameter is $L$, then

$$B(x, r) = \bigcap_{z \in W^s_x} B(z, r + s).$$

The proof of Proposition 37 is presented in Appendix B. Note, that the other side given in Proposition 3 for the binary Hamming scheme is not true for all the other related schemes. It is not difficult to verify this claim and it is also left for the interested reader.

As for the binary Hamming scheme, a PPRIC code $C$ is a subset $C \subseteq W^s_x$ such that $B(x, r) = \bigcap_{c \in C} B(c, r + s)$. We continue to examine PPRC codes in symmetric schemes. For $L, r, s$, let us denote by $N_q(L, r, s)$ the minimum size of a PPRIC code with these parameters in a scheme with metric $d$. Some of our analysis for the binary Hamming scheme can be generalized for the Hamming scheme over an alphabet with $q$ letters.

**Theorem 38:** If $r, s, L$ are nonnegative integers such that $L > r + 2s + 1$, then $N_q(L, r, s) \leq N_q(L, s, r)$.

Proof: Let $C$ be a binary $(L, s, r)$ PPRIC code whose size is $N(L, s, r)$. We claim that $C$ is also a PPRIC code over an alphabet of size $q > 2$. To complete the proof it is sufficient to show that for each word $y$ of length $L$, over an alphabet with size $q$, whose weight is $r + t$, $t \geq 1$, there exists a codeword $c \in C$ such that $d_H(y, c) > r + s$. Let $y$ be such a word and $y'$ be the binary word obtained from $y$ by replacing all the nonzero elements in $y$ with ones. Since $C$ is a binary PPRIC code, it follows that there exists a codeword $c \in C$ such that $d_H(y', c) > r + s$. Hence, we have

$$d_H(y, c) \geq d_H(y', c) > r + s,$$

and the proof of the claim is completed.

Our next step is to generalize the concept of an MIPPR word for a PPRIC code over an arbitrary alphabet in the Hamming scheme. Given a PPRIC code $C$, over an alphabet of size $q$, a word $v$ of length $L$ is called an intersection PPR word related to $C$, if for each $c \in C$ there exists a coordinate $i$ such that $v_i = c_i \neq 0$. Such a word $v$ is called an MIPPR word if there is no intersection PPR word $u$ such that $\text{supp}(u) \subseteq \text{supp}(v)$.

**Lemma 39:** Let $r$, $s$, and $L$ be integers, such that $L > 2s + r + 1$, and let $C \subseteq W^s_x$ be a PPRIC code over an alphabet with $q$ letters. If $v$ is an MIPPR word, then $wt(v) \geq r + 3$.

Proof: Assume to the contrary that $v$ is an MIPPR word with respect to $C$ and $wt(v) \leq r + 2$, and let $y$ be any vector of weight $r + 2$ such that $v_i = y_i$ if $v_i \neq 0$. Since $v$ is an MIPPR word, the definition of $y$ implies that for all $c \in C$, $y$ has at least one nonzero entry $i$ such that $y_i = c_i$. Hence, for any $c \in C$, we have that

$$d(y, c) \leq wt(y) + wt(c) - 2 = r + 2 + s - 2 \leq r + s$$

and therefore, $y \in \bigcap_{c \in C} B(c, r + s)$, a contradiction to the assumption that $C$ is a PPRIC code since $wt(y) > r$. ■
Corollary 40: For any admissible \( L, s, r \), and an alphabet with at least two symbols, \( N_{H}(L, s, r) \geq r + 3 \).

Combining Theorem 38, Corollary 23, and Corollary 40 implies

Corollary 41: If \( L \geq s(r + 3) \) in the Hamming scheme \( H_{q}(L) \), then \( N_{H}(L, s, r) = r + 3 \).

Corollary 41 implies that in the extreme case when \( L \geq s(r + 3) \) the size of optimal PPRIC codes is the same for all the Hamming schemes. This is not the case for all admissible values of \( L, s, \) and \( r \). One can verify that

Theorem 42: For all admissible values of \( L, s, \) and \( r \), if \( q \) is large enough then \( N_{H}(L, s, r) = r + 3 \) over an alphabet with \( q \) letters.

Next, we discuss the Johnson scheme. We note again that the PPR scheme is defined exactly as in the Hamming scheme, with one exception. The PPRIC code, formed by the queries, is related to a binary word of length \( n \) and weight \( L \). Clearly, all such words are isomorphic and hence w.l.o.g. we can take \( x \) to be the word with \footnotesize{ones} in the first \( L \) coordinates, and it is akin to the all-zero word in the Hamming scheme. The set \( W_{s}^{n} \) which replaces \( W_{s}^{n} \), consists of all words of length \( n \) with \( L - s \) \footnotesize{ones} in the first \( L \) coordinates and \footnotesize{ones} in the remaining \( n - L \) \footnotesize{coordinates}. Finally, the random permutation (used for privacy) on the \( L \) coordinates in the Hamming scheme is replaced by two random permutations, one on the first \( L \) coordinates and a second one on the last \( n - L \) coordinates. We continue to consider bounds on \( N_{J}(L, s, r) \) and to establish a result which is analogous to Corollary 23 and to Corollary 41.

Theorem 43: If \( L \geq s(2r + 3) \) in the Johnson scheme \( J(n, L) \), then \( N_{J}(L, s, r) \leq 2r + 3 \).

Theorem 44: If \( L \geq s(2r + 3) \) in the Johnson scheme \( J(n, L) \), then \( N_{J}(L, s, r) \geq 2r + 3 \).

The proofs of Theorem 43 and Theorem 44 are presented in Appendix B.

Corollary 45: If \( L \geq s(2r + 3) \) in the Johnson scheme \( J(n, L) \), then \( N_{J}(L, s, r) = 2r + 3 \).

PPRIC codes have their own combinatorial interest and not just as the minimum number of servers in the PPR schemes. For the Johnson schemes, an \((n, L, k, t)\) covering code \( C \) is a collection of binary words of length \( n \) and weight \( L \) with \( L - k \) \footnotesize{ones} in the first \( L \) \footnotesize{coordinates}, such that for each vector \( v \) of length \( n \) and weight \( L \) with \( L - t \) \footnotesize{ones} in the first \footnotesize{coordinates}, there exists exactly one codeword \( c \in C \) such that \( d_{J}(c, v) = k - t \). These types of codes (designs) were considered for various problems, e.g. [11]. Bounds on their size were not considered before, but they can be easily derived from \((n, k, t)\) covering design.

A Steiner system \( S(t, k, n) \) is a collection of \( k \)-subsets (called \footnotesize{blocks}) of an \( n \)-set, such that each \( t \)-subset of the \( n \)-set is contained in exactly one block of the collection. Clearly, a Steiner system \( S(t, k, n) \) is a covering design \( C(t, k, n) \).

One can easily verify the following result.

Theorem 46: If \( C_{1} \) is an \((L, k, t)\) covering design and \( C_{2} \) is an \((n - L, k, t)\) covering design, then \( C \equiv C_{1} \times C_{2} \) is an \((n, L, k, t)\) covering code \( C \) in the Johnson scheme. Moreover, if \( C_{1} \) is a Steiner system \( S(t, k, L) \) and \( C_{2} \) is a Steiner system \( S(t, k, n - L) \), then \( C \) is a covering code of minimum size.

VII. Conclusion and Future Research

This paper studies a new family of protocols, called private proximity retrieval, which provide a certain form of private computation. Under this paradigm, the user has some file and is interested to retrieve the indices of all files in the database which are close to his file. As opposed to many existing privacy protocols, here perfect privacy cannot be achieved and the main goal of the paper is to determine the tradeoff between the user’s privacy and the number of servers in the system. The construction of these protocols is mostly based on a new family of codes, called PPRIC codes, which have their own interest as covering codes. In the binary Hamming scheme they are constant weight codes whose balls with radius \( \ell \) intersect in exactly a ball of radius \( r \). These covering codes form a generalization for covering designs. Our exposition raises many problems for future research, some of which were mentioned alongside our discussion. These problems are of interest from both coding theory and combinatorics points of view. A few more directions are given in the next few paragraphs.

In general MIPPR words of \((L, s, r)\) PPRIC codes do not have to be of weight \( r + 3 \). For example, let \( C \) be the \((L, s, r)\) PPRIC code \( C \) which contains all the \( \binom{L}{r} \) words of length \( L \) and weight \( s \). The support of any word \footnotesize{v} of weight \( L - s \), have an empty intersection with the support of its binary complement \( \bar{v} \), which has weight \( s \) and hence \( \bar{v} \in C \). Therefore, any MIPPR word related to the PPRIC code \( C \) has weight \( L - s + 1 \). Nevertheless, we have the following two conjectures (a strong one and a slightly weaker one) which are intriguing.

Conjecture 47: Any MIPPR word of a minimal \((L, s, r)\) PPRIC code has weight \( r + 3 \).

Conjecture 48: Any MIPPR word of minimum weight, in a minimal \((L, s, r)\) PPRIC code, has weight \( r + 3 \).

Clearly, the correctness of the claim in Conjecture 47 implies the claim in Conjecture 48. We believe that MIPPR words can throw light on the general structure of the related PPRIC code and hence we are interested in the results on MIPPR words.

Theorem 46 implies a simple way to construct optimal \((n, L, k, t)\) covering codes. But, generally a product construction for two covering designs in the Hamming scheme does not yield an optimal covering code in the Johnson scheme. The simplest example for this claim can be viewed from the minimum covering design of size \( r + 3 \) implied by Corollary 23 for the Hamming scheme, and the minimum covering code of size \( 2r + 3 \) implied by Corollary 45 for the Johnson scheme. It is clear that this leaves a lot of interesting questions concerning PPRIC codes, MIPPR words, and covering codes in the Johnson scheme. These questions are left for future research.

Another direction is to consider these problems for other metrics which are important in coding theory, e.g. the Grassmann metric. The Grassmann scheme \( G_{q}(n, L) \) consists of all \( L \)-dimensional subspaces of an \( n \)-space over \( \mathbb{F}_{q} \). The Grassmann distance \( d_{G}(x, y) \) between two \( L \)-subspaces \( x \) and \( y \) is defined by \( d_{G}(x, y) = L - \dim(x \cap y) \). The Grassmann schemes \( G_{q}(n, L) \) and \( G_{q}(n, n - L) \) are isomorphic and hence
w.l.o.g. we can always assume that $2L \leq n$. Codes with this metric have found application mainly in error-correction for random network coding [13], [19].

Finally, an $(n, k, t)$ Turán design, $n \geq k \geq t > 0$, is a collection $S$ of $t$-subsets (called blocks) of an $n$-set, such that each $k$-subset of the $n$-set contains at least one block of $S$. There is a simple connection between covering designs and Turán designs implied by the complement of the design.

Theorem 49: $S$ is an $(n, k, t)$ covering design if and only if $\overline{S}$ is an $(n, n-t, n-k)$ Turán design.

Corollary 50: The supports of an $(L, s, r)$ PPRIC code form an $(L, L-r-2, s)$ Turán design.

$(n, k, t)$ Turán designs were considered only for small values of $k$ and $t$, i.e. $n \geq 2k$. Hence, most of the results on Turán designs will not help in our exposition on PPRIC codes. Those which can help were translated into covering designs by Theorem 49. Hence, Turán designs were not considered in our exposition. But, since translation of covering codes into PPRIC code is also through complements of codewords, it might be that the techniques used for bounds on the sizes of Turán designs will be very useful for bounds on PPRIC codes.

**Appendix A**

**Proof of Theorem 21**

Assume that for $r = 0$ and $L/s = 2 + \varepsilon$, where $\varepsilon < \frac{1}{5}$, there exists an $(L, s, r)$ PPRIC code with only 6 codewords $A, B, C, D, E, F$. If some five codewords have a nonempty intersection then obviously we can find two coordinates intersecting all codewords, a contradiction to Lemma 6. We distinguish now between four cases depending on the number of four codewords with a nonempty intersection. The distinction is between three such quadruples of intersection codewords (called later intersecting quadruples and similarly we have intersecting triples), exactly two such quadruples, exactly one such quadruple, or no such quadruple of codewords. Note that if there exist two such quadruples $\{A, B, C, D\}$ and $\{A, B, E, F\}$ then there exists an MIPPR word with weight two contradicting Lemma 6. Therefore, any two intersecting quadruples should have exactly three codewords in common. W.l.o.g. two of the quadruples are $\{A, B, C, D\}$ and $\{A, B, C, E\}$, a third quadruple can be w.l.o.g. either $\{A, B, C, F\}$ or $\{A, B, D, E\}$. It is easy to verify that in both cases there is no other quadruple which has three codewords in common with the other three quadruples. This implies that the four cases which follow are comprehensive. We continue with a lemma which will be used throughout the proof. A type of intersecting triples will be characterize by the codewords which participate in the nonempty intersection. Similarly type of intersecting quadruples is characterized.

**Lemma 51:** There do not exist $2t$ types of intersecting triples, where each codeword is contained in exactly $t$ types of intersecting triples.

**Proof:** Let $v$ be a word of weight $2t$ which intersects each type in one coordinate. The weight of $v$ is $2t$ and it intersects each codeword in $t$ coordinates. Hence, for $X \in \{A, B, C, D, E, F\}$ we have $d(v, X) = 2t + s - 2t = s$, a contradiction to (3).

Now, we continue with the proof of Theorem 21 and distinguish between four cases.

**Case 1:** There are exactly three such intersecting quadruples.

W.l.o.g. the first two quadruples are $\{A, B, C, D\}$ and $\{A, B, C, E\}$, i.e. $A \cap B \cap C \cap D \neq \emptyset$ and $A \cap B \cap C \cap E \neq \emptyset$. W.l.o.g., a third quadruple can be either $\{A, B, C, F\}$ or $\{A, B, D, E\}$.

1) If $A \cap B \cap C \cap F \neq \emptyset$, then $D, E, F$ should be pairwise disjoint (otherwise there exists an MIPPR word with weight two, contradicting Lemma 6). But, this implies that $|D \cup E \cup F| \geq 3s > L$, a contradiction.

2) If $A \cap B \cap D \cap E \neq \emptyset$, then to avoid an MIPPR word with weight two $F$ should be disjoint from $C \cup D \cup E$ and hence $[L]$ is a union of three pairwise disjoint sets, $F, C \cap D \cap E$ and $R$. If $|C \cap D \cap E| = \beta s$, then it implies that

$$3s = |C| + |D| + |E| \leq 3|C \cap D \cap E| + 2|L| \setminus (F \cup (C \cap D \cap E)) = 3\beta s + 2(1 + \varepsilon - \beta) s = (2 + 2\varepsilon + \beta) s,$$

and hence $1 - 2\varepsilon \leq \beta$, i.e. $|C \cap D \cap E| \geq (1 - 2\varepsilon) s$. Therefore, we have

$$|R| = |L| \setminus (F \cup (C \cap D \cap E)) \leq (2 + \varepsilon)s - s - (1 - 2\varepsilon)s = 3\varepsilon s.$$

Clearly to avoid more intersecting quadruples, $A$ is disjoint to $C \cap D \cap E$ and also $B$ is disjoint to $C \cap D \cap E$. This implies that $|A \cap R| \leq 3\varepsilon s$ and $|A \cap F| \geq (1 - 3\varepsilon)s$ and similarly $|B \cap F| \geq (1 - 3\varepsilon)s$ and hence $|A \cap F| + |B \cap F| \geq (2 - 6\varepsilon)s > s = |F|$ and therefore $A \cap B \cap F \neq \emptyset$. Since also $C \cap D \cap E \neq \emptyset$, it follows that there exists an MIPPR word with weight two, contradicting Lemma 6.

**Case 2:** There are exactly two such quadruples of codewords.

W.l.o.g. the two quadruples are $\{A, B, C, D\}$ and $\{A, B, C, E\}$. To avoid an MIPPR word with weight two, $F$ has to be disjoint from $D \cup E$. Let $|D \cap E| = \beta s$ and since $F$ is disjoint from $D \cup E$, it follows that $D \cup E \subseteq [L] \setminus F$. This implies that

$$2s = |D| + |E| \leq 2|D \cap E| + |[L] \setminus (F \cup (D \cap E))| = 2\beta s + (1 + \varepsilon - \beta)s = (1 + \varepsilon + \beta)s,$$

and hence $1 - \varepsilon \leq \beta$, i.e. $|D \cap E| \geq (1 - \varepsilon)s > 0$. Therefore, we have

$$|[L] \setminus (F \cup (D \cap E))| \leq (2 + \varepsilon)s - s - (1 - \varepsilon)s = 2\varepsilon s.$$

Let $[L]$ be the union of three pairwise disjoint sets, $F$, $D \cap E$ and $R$. Assume first that $X \cap Y \cap F = \emptyset$, where $\{X, Y\} \subset \{A, B, C\}$. It implies that

$$|A| + |B| + |C| \leq |A \cap F| + |B \cap F| + |C \cap F| + |A \cap D \cap E| + |B \cap D \cap E| + |C \cap D \cap E| + |A \cap R| + |B \cap R| + |C \cap R| \leq |F| + |D \cap E| + |R| = (2 + \varepsilon)s + 2: 2\varepsilon s = 2s + 5\varepsilon s < 3s,$$
a contradiction. Therefore, w.l.o.g. we assume that
\( A \cap B \cap F \neq \emptyset \). This implies that \( C \cap D \cap E = \emptyset \)
to avoid an MIPPR word with weight two and hence
\( |C \cap F| = |C| - |C \cap D \cap E| - |C \cap R| \geq -s - 2s = (1 - 2e)s \).
We continue and distinguish between two subcases.

**Case 2.1:** If \( A \cap C \cap F \neq \emptyset \), then the same arguments imply that \( |B \cap F| \geq (1 - 2e)s \). Hence,
\[ |B \cap F| + |C \cap F| \geq (2 - 4e)s > s \]
which is only possible if \( B \cap C \cap F \neq \emptyset \). Therefore, the same arguments also imply that
\( |A \cap F| \geq (1 - 2e)s \). But now,
\[ |A \cap F| + |B \cap F| + |C \cap F| \geq (3 - 6e)s > 2s, \]
which implies that \( A \cap B \cap C \cap F \neq \emptyset \), contradicting the assumption that we have exactly two distinct intersecting quadruples.

**Case 2.2:** If \( C \cap F \) is disjoint from \( A \cup B \), then recall that
\( |C \cap F| \geq (1 - 2e)s \) and it implies that \( |A \cap F| \leq 2s \) and \( |B \cap F| \leq 2s \). Hence,
\[ |A \cap ([L] \backslash F) + |B \cap ([L] \backslash F) + |D \cap ([L] \backslash F) + |E \cap ([L] \backslash F) | \geq (1 - 2e)s + (1 - 2e) + s + s = 4s - 4es > 3(1 + e)s. \]

Since \( |[L] \backslash F| = (1 + e)s \) it follows that there exists one coordinate in \( [L] \backslash F \) which is contained in all four codewords \( A, B, D, E \), i.e. \( A \cap B \cap D \cap E \neq \emptyset \), a contradiction to the fact that there are exactly two intersecting quadruples.

**Case 3:** There is exactly one such intersecting quadruple of codewords. This case is more complicated and hence it will be considered separately in Lemma 52 which follows.

**Case 4:** There are no such intersecting quadruples of codewords.

Assume that there exist exactly \( \beta s \) coordinates which are contained in three codewords. Hence, \( 6s = |A| + |B| + |C| + |D| + |E| + |F| \leq 3s + 2(2 + e - \beta)s \) since \( (2 + e - \beta)s \)
coordinates are contained in at most two codewords. It implies that \( \beta \geq 2 - 2e \). We continue and distinguish between two cases:

**Case 4.1:** Any two codewords are contained in some intersecting triple.

The types of candidates for these intersecting triples are as follows (the notation \( \cap \) is omitted for simplicity).

\[
\begin{align*}
    ABC & \quad ABD & \quad ABE & \quad ABF & \quad ACD & \quad ACE & \quad ACF \\
    ADE & \quad ADF & \quad AEF & \quad DEF & \quad CEF & \quad CDF & \quad CDE \\
    BEF & \quad BDF & \quad BDE & \quad BCF & \quad BCE & \quad BCD
\end{align*}
\]

To avoid an MIPPR word with weight two there are no two triples from the same column in the code. Consider now the type of intersecting triples which are contained in the code. W.l.o.g we may assume that \( A \) is a codeword which appears the most number of times in distinct types of intersecting triples (other might appear the same number of times). There are \( \beta s \) coordinates which are contained in three codewords, where \( \beta s \geq (2 - 2e)s > s \), and since \( |A| = s \), it follows that not all the types contain \( A \). Hence, w.l.o.g we may assume the existence of the intersecting triple \( D \cap E \cap F \) in the code. Since \( B \) and \( C \) are involved in an intersecting triple and to avoid an MIPPR word with weight two it cannot be \( A \cap B \cap C \), it follows that w.l.o.g we may assume the existence of the intersecting triple \( B \cap C \cap F \). The updated table of candidates (where the red color (with underbar) is for a triple in the code and strike-through line is for a triple not in the code) is as follows.

\[
\begin{align*}
    ABC & \quad ABD & \quad ABE & \quad ABF & \quad ACD & \quad ACE & \quad ACF \\
    ADE & \quad ADF & \quad AEF & \quad DEF & \quad CEF & \quad CDF & \quad CDE \\
    BEF & \quad BDF & \quad BDE & \quad BCF & \quad BCE & \quad BCD
\end{align*}
\]

Since the number of existing types of triples containing \( A \) in the code is no less than that of the types containing \( F \), we should have at least two types of triples in the code containing \( A \) but not containing \( F \). The possible types are in the set \( \{ A \cap B \cap D, A \cap B \cap E, A \cap C \cap D, A \cap C \cap E \} \). If the types of intersecting triples \( A \cap B \cap D \) and \( A \cap C \cap E \) are in the code (or if \( A \cap B \cap E \) and \( A \cap C \cap D \) are in the code), then these two triples, together with \( D \cap E \cap F \) and \( B \cap C \cap F \) form a contradiction to Lemma 51. Hence, w.l.o.g the types \( A \cap B \cap D \) and \( A \cap B \cap E \) are in the code. The table of types in the code is updated as follows.

\[
\begin{align*}
    ABC & \quad ABD & \quad ABE & \quad ABF & \quad ACD & \quad ACE & \quad ACF \\
    ADE & \quad ADF & \quad AEF & \quad DEF & \quad CEF & \quad CDF & \quad CDE \\
    BEF & \quad BDF & \quad BDE & \quad BCF & \quad BCE & \quad BCD
\end{align*}
\]

Recall that each pair of codewords is part of a type which is contained in the code. Consider the pair \( \{ A, C \} \), one can readily verify that \( A \cap C \cap F \) is the only possible type which remained in the table to be in the code. The three types \( A \cap C \cap F, D \cap E \cap F \) and \( A \cap B \cap E \) forbid the appearance of the type \( B \cap C \cap D \) in the code by Lemma 51. Finally, there is a type containing \( C \cap D \) in the code and the only remaining choice is \( C \cap D \cap E \). The table for the types of triples is as follows.

\[
\begin{align*}
    ABC & \quad ABD & \quad ABE & \quad ABF & \quad ACD & \quad ACE & \quad ACF \\
    ADE & \quad ADF & \quad AEF & \quad DEF & \quad CEF & \quad CDF & \quad CDE \\
    BEF & \quad BDF & \quad BDE & \quad BCF & \quad BCE & \quad BCD
\end{align*}
\]

These six intersecting triples form a contradiction to Lemma 51.

**Case 4.2:** There is a pair of codewords, say \( E \) and \( F \) which are not contained together in any intersecting triple. This case is more complicated and hence it will be considered separately in Lemma 53 which follows.

Thus, all possible cases were analyzed and it was shown that in the given range there is no PPRIC code with six codewords and hence \( N(L, s, 0) > 6 \). This completes the proof of Theorem 21.

**Lemma 52:** If \( L \) and \( s \) are integers such that \( L/s = 2 + e \), where \( e < 1/3 \), then there is no \( \{ L, s, 0 \} \) PPRIC code with six codewords \( A, B, C, D, E, F \) and exactly one intersecting quadruple.

**Proof:** W.l.o.g, the intersecting quadruple is \( A \cap B \cap C \cap D \), which implies that \( E \) and \( F \) are disjoint, and hence \( |A \cap B \cap C \cap D| = \pi s \leq es \). Each one of the \( 2s \) coordinates of \( E \cup F \) can support at most three codewords. Those which support exactly three codewords will be called saturated. Assume \( E \cup F \) contains \( \beta s \) saturated coordinates and therefore each of the other \( (2 - \beta)s \) coordinates are contained in at most two codewords and hence they are unsaturated coordinates. Hence, \( |A| + |B| + |C| + |D| + |E| + |F| \) is equal to \( 6s \) and it is also
at most $4\epsilon s + 3\beta s + 2(2 - \beta) s$. Therefore, $6 \leq 4\epsilon + 3\beta + 2(2 - \beta)$ and since $\epsilon < 1/8$, it follows that $\beta \geq 2 - 4\epsilon > \frac{3\epsilon}{4}$. We continue to show, by using other counting arguments, that the number of saturated coordinates in the code is smaller than $(2 - 4\epsilon)s$, which is a contradiction.

For the saturated coordinates we only have to consider intersecting triples which have the form $\{X,Y,Z\}$, where $X,Y \in \{A,B,C,D\}$ and $Z \in \{E,F\}$. There are twelve such possible intersecting triples, but to avoid an MIPPW word with weight two if $\{X_1, Y_1, Z_1\}$ is an intersecting triple, it follows that $\{X_2, Y_2, Z_2\}$, where $\{X_1, Y_1, Z_1\} \cap \{X_2, Y_2, Z_2\} = \emptyset$, is not an intersecting triple, and hence at most six such intersecting triples can be contained in the code. W.l.o.g. assume that $A \cap B \cap E$ is such an intersecting triple with the largest size and that $|A \cap B \cap E| = \gamma s$. Since there are only six possible intersecting triples and their total size is greater than $\frac{3}{2}s$, it follows that $6\gamma s > \frac{3}{2}s$ and hence $\gamma > \frac{1}{4}$.

If $C \cap D \cap E = \emptyset$, then we consider the distribution of $C$ and $D$ in the code. First note that since $|A \cap B \cap E| > \frac{1}{4}$, it follows that $|E \cap C| + |E \cap D| < \frac{3}{2}$. Moreover, to avoid an MIPPW word with weight two $C \cap D \cap F = \emptyset$ which implies that $|E \cap C| + |E \cap D| \leq s$. Therefore, the distribution of $C$ and $D$ on $[E]$ partitioned by $E,F$, and $R$ is

$$2s = |C| + |D| \leq |E \cap C| + |E \cap D| + |F \cap C| + |R \cap C| + |R \cap D| \leq \frac{3s}{4} + s + 2\epsilon s < 2s,$$

a contradiction. Hence, the code has the intersecting triples $A \cap B \cap E$ and $C \cap D \cap E$ which implies that $A \cap B \cap F = \emptyset$ and $C \cap D \cap F = \emptyset$.

Clearly, there is at least one intersecting triple which contains $F$ and w.l.o.g. we assume that $A \cap C \cap F \neq \emptyset$. Assume further that $A \cap C \cap F$ is the only intersecting triple which contains $F$. Since there are more than $\frac{3}{4}$ saturated coordinates and at most $s$ of them contain $E$, it follows that $|A \cap C \cap F| > \frac{s}{4}$. But, $|A \cap B \cap E| \geq |A \cap C \cap F|$ which implies that $|A| \geq |A \cap B \cap E| + |A \cap C \cap F| > s$, a contradiction. Hence, there is at least one more intersecting triple which contains $F$. We already have the intersecting triples $A \cap B \cap E$, $C \cap D \cap E$, and $A \cap C \cap F$, and by Lemma 51 $B \cap D \cap F$ cannot be an intersecting triple. Hence, w.l.o.g. a second intersecting triple which contains $F$ is $B \cap C \cap F$.

Since $|A \cap B \cap E| = \gamma s$, it follows that $|D \cap E| \leq (1 - \gamma)s$ and since $|A \cap B \cap C \cap D| \leq \epsilon s$ it follows that $|D \cap (E \cup F)| \geq (1 - \epsilon)s$, which implies that $|D \cap F| \geq (\gamma - \epsilon)s$.

By Lemma 51 the code cannot contain the intersecting triples $A \cap D \cap F$, $B \cap D \cap F$, and since also $C \cap D \cap F$ is not an intersecting triple, it follows that all coordinates in $D \cap F$ are not saturated. Recall, that the number of saturated coordinates is $\beta s > \frac{3\epsilon}{4}$ and hence $|D \cap F| < s/2$, which implies that $(\gamma - \epsilon)s < s/2$ and hence $\gamma < 5/8$. Hence, there are more than $\frac{11\epsilon}{8}$ coordinates in $E \cup F$ which are not in $A \cap B \cap E$.

To summarize, we have four intersecting triples, $A \cap B \cap E$ for which we proved that $|A \cap B \cap E| \leq \frac{\beta s}{8}$, $C \cap D \cap E$, $A \cap C \cap F$, $B \cap C \cap F$; six intersecting triples were excluded from the code, and the two intersecting triples $A \cap C \cap E$ and $B \cap C \cap E$ may or may not be contained in the code. Note, that the last five intersecting triples contain $C$. We call the coordinates in $E \cup F$ which support the codeword $C$, $C$-coordinates. All the coordinates in $E \cup F$ which are not in $A \cap B \cap E$ are $C$-coordinates or unsaturated coordinates.

Clearly, the number of $C$-coordinates is at most $(1 - \pi)s$. The number of appearances of $A$, $B$, $C$, and $D$, in the coordinates of $E \cup F$ is at least $4s - 4\pi s - 3(\epsilon - \pi)s = (4 - 3\epsilon - \pi)s$ and hence the number of saturated coordinates is at least $(2 - 3\epsilon - \pi)s$ (since $|E \cup F| = 2s$). This implies that the number of coordinates (inside $E \cup F$) which are unsaturated or $C$-coordinates is at most $(3\epsilon + \pi)s + (1 - \pi)s < \frac{11\epsilon}{4}$. But, these are exactly the coordinates in $E \cup F$ which are not in $A \cap B \cap E$. There are more than $\frac{11\epsilon}{4}$ such coordinates, a contradiction.

Thus, the lemma and as a consequence the related case in Theorem 21 are proved.

**Lemma 53:** Assume that $L$ and $s$ are integers such that $L/s = 2 + \epsilon$, where $\epsilon < \frac{1}{4}$, and assume that there is no $(L,s,0)$ PPRIC code which has six codewords $A,B,C,D,E,F$ with no intersecting quadruple. Such a code where $\{E,F\}$ is not contained in any intersecting triple, does not exist.

**Proof:** We define the saturated coordinates to be the ones on which there are intersecting triples. There are a total of $(2 + \epsilon)s$ coordinates and hence at least $6s - 2(2 + \epsilon)s > \frac{4\epsilon}{1}$ saturated coordinates which implies that there are at most $(2 + \epsilon)s - \frac{4\epsilon}{1} < \frac{4\epsilon}{1}$ unsaturated coordinates.

Since there is no intersecting triple of the form $X \cap E \cap F$, it follows that there are sixteen possible intersecting triples as follows

$$ABE, ACE, ADE, BCE, BDE, CDE, ABC, ABD, ABF, ACF, ADF, BCF, BDF, CDF, ACD, BCD.$$

**Claim:** If $|X \cap Y \cap Z| = \lambda s$, then $\lambda \leq \frac{1}{2} + \epsilon$.

To verify the claim, we note that if $\{X,Y,Z\} \cup \{X',Y',Z'\} = \{A,B,C,D,E,F\}$, then $X',Y',Z'$ are distributed only on $(2 + \epsilon - \lambda)s$ coordinates. If $3s > 2(2 + \epsilon - \lambda)s$ then $X',Y',Z'$ is an intersecting triple, contradicting Lemma 6. Hence, $3s \leq (2 + \epsilon - \lambda)s$ implying that $\lambda \leq \frac{1}{2} + \epsilon$.

Assume that there are no two intersecting triples of the form $X \cap Y \cap P$ and $Z \cap W \cap P$, where $P \in \{E,F\}$, $\{X,Y,Z\} = \{A,B,C,D\}$. Then w.l.o.g there are only two possibilities:

1) the intersecting triples are chosen from

$$\{ABE, ACE, ADE, ABF, ACF, ADF, ABC, ABD, ACD, BCD\}$$

such that nine triples contain $A$ and only $B \cap C \cap D$ does not contain $A$. By the Claim $|B \cap C \cap D| \leq \left(\frac{1}{2} + \epsilon\right)s$, and all the intersecting triples which contain $A$ have size at most $s$, and hence the total size of these triples is at most $(1 + \frac{1}{2} + \epsilon)s$ which is smaller than $\frac{11\epsilon}{8}$, a contradiction.

2) the intersecting triples are chosen from

$$\{ABE, ACE, BCE, ABF, ACF, BCF, ABC, ABD, ACD, BCD\}.$$

Each triple has at least one pair from the set $\{A,B,C\}$. Since $|A| + |B| + |C| = 3s$ and each intersecting triple have a pair from these three codewords, it follows that the total size of these triples is at most $\frac{3s}{2}$ which is smaller than $\frac{11\epsilon}{8}$, a contradiction.
Hence, w.l.o.g. there are at least two such intersecting triples, say \( A \cap B \cap E \) and \( C \cap D \cap E \). We can also assume w.l.o.g. that \( A \cap C \cap F \) is an intersecting triple. If there is no other intersecting triples which contain \( F \), then by the claim the number of saturated coordinates which support \( F \) is at most \( \frac{1}{2} + \epsilon \), and hence the total number of unsaturated coordinates supporting \( F \) is at least \( \frac{1}{2} - \epsilon \) which is larger than \( \frac{2}{3} \), a contradiction.

Hence, there is another intersecting triple which contains \( F \). By Lemma 51, \( B \cap D \cap F \) is not an intersecting triple and hence w.l.o.g. \( B \cap C \cap F \) is an intersecting triple. To summarize, we have the intersecting triples \{\( AB, CD, AC, BC, FA \}\}. Now, any triple from the set \{\( ACE, BCE, ABC, ABD, ACB, BCD \}\) can be also an intersecting triple. All the other triples cannot be intersecting triples.

Let \([C \cap D \cap F] = \gamma s\); note that every other intersecting triple has two codewords from the set \{\( A, B, C \)\}. Hence, the number of saturated coordinates is at most \( (\gamma + \frac{3-\gamma}{2})s \). Since the total number of saturated coordinates is at least \((2-2\epsilon)s\) it follows that \( (\gamma + \frac{3-\gamma}{2})s \geq (2-2\epsilon)s \), i.e. \( \gamma > 1-4\epsilon \). All the coordinates in \( F \) which are not contained in \( A \cap C \cap F \) or \( B \cap C \cap F \) are unsaturated. The total number of unsaturated coordinates is at most \( 3\epsilon s \) and hence \( |A \cap C \cap F| + |B \cap C \cap F| > (1-3\epsilon)s \). Therefore, we have that the total number of coordinates which support \( C \) is at least \(|C \cap D \cap F| + |A \cap C \cap F| + |B \cap C \cap F| \geq (2-7\epsilon)s > s \), a contradiction.

Thus, the lemma and as a consequence the related case in Theorem 21 are proved.

**APPENDIX B**

**PROOFS FOR RESULTS OF SECTION VI**

**A. Proof of Proposition 37**

Proof: Assume that \( L \geq r + 2s + 1 \) and let \( y \in B(x, r) \), i.e., \( d(x, y) \leq r \). Clearly for all \( z \in \mathcal{W}_s^x \) by the triangle inequality \( d(z, y) \leq d(z, x) + d(x, y) \leq s + r \), which implies that \( y \in B(z, r + s) \). Hence,

\[
B(x, r) \subseteq \bigcap_{z \in \mathcal{W}_s^x} B(z, r + s).
\]

To prove that the inclusion is actually an equality, let \( y \in \mathcal{V} \) be such that \( d(x, y) > r \). We will show that \( y \) is not contained in \( \bigcap_{z \in \mathcal{W}_s^x} B(z, r + s) \). This will imply that if \( y \) is contained in \( \bigcap_{z \in \mathcal{W}_s^x} B(z, r + s) \) then \( d(x, y) \leq r \), i.e.

\[
\bigcap_{z \in \mathcal{W}_s^x} B(z, r + s) \subseteq B(x, r).
\]

Assume first, that \( r < d(x, y) \leq r + s \). Since the scheme is symmetric, \( d(x, y) = r + i \), \( 0 < i \leq s \), and the diameter of the scheme is \( L \geq r + 2s + 1 \), it follows that there exists an element \( z \in \mathcal{W}_s^x \) such that \( d(y, z) = r + i + s > r + s \). Thus, \( y \notin B(z, r + s) \).

Assume now, that \( r + s < d(x, y) \leq r + 2s \). Since the scheme is symmetric, \( d(x, y) = r + s + i \), \( 0 < i \leq s \), and the diameter of the scheme is \( L \geq r + 2s + 1 \), it follows that there exists an element \( z' \in \mathcal{W}_s^{x-i+1} \) such that \( d(y, z') = d(y, z) - i = r + s + 1 - i - 1 = r + 2s - i + 2 > r + s \).

Thus, \( y \notin B(z, r + s) \).

Finally, assume that \( r + 2s < d(x, y) \), i.e., \( d(x, y) = r + 2s + i \), \( 0 < i \leq s \). Hence, for all \( z \in \mathcal{W}_s^x \) we have that \( d(z, y) \geq r + 2s + i - s > r + s \) and therefore, \( y \notin B(z, r + s) \).

This implies that \( y \notin \bigcap_{z \in \mathcal{W}_s^x} B(z, r + s) \) and hence

\[
B(x, r) = \bigcap_{z \in \mathcal{W}_s^x} B(z, r + s).
\]

**B. Proofs of Theorem 43 and Theorem 44**

The first lemma will be used in the proofs of Theorem 43 and Theorem 44.

**Lemma 54:** If \( x, y, z \) are three words in \( J(n, L) \) such that \( z = x \setminus \sigma \cup \beta \), where \( \sigma \subset x \) and \( \beta \cap x = \emptyset \), then

\[
d_J(z, y) = |x \setminus y| + |\beta \setminus y| - |\sigma \setminus y|.
\]

**Proof:** The claim is derived from the following sequence of equalities using the fact that \( x \) and \( \beta \) are disjoint and \( \sigma \) is contained in \( x \):

\[
d_J(z, y) = |z \setminus y| = (|x \setminus \sigma \cup \beta|) - |y \cup \sigma| = |x \setminus y| + |\beta \setminus y| - |\sigma \setminus y|.
\]

1) **Proof of Theorem 43:**

Proof: Let \( x \in \mathcal{V} \) and let \( C = \{v_1, v_2, \ldots, v_{2r+3} \} \subseteq \mathcal{W}_s^x \) be a code with the following properties:

(a) \( d_j(x, v_i) = s \) for each \( 1 \leq i \leq 2r + 3 \).

(b) \( d_j(v_i, v_j) = 2s \) for each \( 1 \leq i < j \leq 2r + 3 \).

Such a code \( C \) is easily constructed. Each \( v_i \) differs from \( x \) in the first \( L \) coordinates and \( s \) of the last \( n - L \) coordinates. Any two distinct \( v_i \)'s differ from \( x \) in \( s \) different coordinates. This implies that \( L \geq s(2r + 3) \) as given and \( n - L \geq s(2r + 3) \) which is also true since \( n - L \geq L \). Next, we claim that

\[
B(x, r) = \bigcap_{i=1}^{2r+3} B(v_i, r + s).
\]

This is readily verified that \( B(x, r) \subseteq \bigcap_{i \in C} B(c, r + s) \). Assume now that \( y \in \mathcal{V} \) and \( d_J(x, y) \geq r + 1 \). To complete the proof it is sufficient to prove that \( y \notin \bigcap_{i \in C} B(c, r + s) \).

Property (p.1) implies that \( |x \setminus v_i| = s \) and \( |v_i \setminus (|n| \setminus x)| = s \). Property (p.2) implies that for \( 1 \leq i < j \leq 2r + 3 \) we have that \( |x \setminus v_i \cup (x \setminus v_j)| = 2s \) and \( |(v_i \setminus (|n| \setminus x)) \cup (v_j \setminus (|n| \setminus x))| = 2s \).

Let \( a_i = |y \cap (x \setminus v_i)| \) be the number of elements shared by \( x \) and \( y \), which are not contained in \( v_i \). Let \( b_i = |y \cap v_i \cap (|n| \setminus x)| \) be the number of elements shared by \( y \) and \( v_i \) which are outside \( x \). Now, we have

\[
\sum_{i=1}^{2r+3} b_i = \sum_{i=1}^{2r+3} |y \cap v_i \cap (|n| \setminus x)| = |y \cap \bigcup_{i=1}^{2r+3} (v_i \cap (|n| \setminus x))| \leq d_J(x, y),
\]
and similarly

$$\sum_{i=1}^{2r+3} a_i = \sum_{i=1}^{2r+3} |y \cap (x \setminus v_i)|$$

$$= |y \cap \bigcup_{i=1}^{2r+3} (x \setminus v_i)| \geq (2r+3)s - d_j(x, y).$$

For each $i$, $v_i = x \setminus (x \setminus v_i) \cup (v_i \setminus ([n] \setminus x))$, where $x \setminus v_i \subseteq x$ and $(v_i \setminus ([n] \setminus x)) \cap x = \emptyset$, and hence by Lemma 54 we have

$$d_j(v_i, y) = |v_i \setminus y| = |x \setminus y| + |(v_i \setminus ([n] \setminus x)) \setminus y| - |(x \setminus v_i) \setminus y|$$

which is equal to

$$= d_j(x, y) + s - b_i - (s - a_i) = d_j(x, y) + a_i - b_i.$$ 

Therefore,

$$\sum_{i=1}^{2r+3} d_j(x, y) = d_j(x, y)(2r+3) + \sum_{i=1}^{2r+3} a_i - \sum_{i=1}^{2r+3} b_i$$

$$\geq (d_j(x, y) + s)(2r+3) - 2d_j(x, y)$$

$$= (2r+1)d_j(x, y) + s(2r+3)$$

$$\geq (2r+1)(r+1) + s(2r+3) > (r+s)(2r+3),$$

and hence there exists some $v_i \in C$ such that $d_j(x, y) > r + s$.

Thus, $y \notin B(v_i, r + s)$ and the equality $B(x, r) = \bigcup_{i=1}^{2r+3} B(v_i, r + s)$ follows.

2) Proof of Theorem 44:

Proof: Assume to the contrary that $N_J(L, r, s) \leq 2r + 2$, i.e., there exists a PPRIC code $C = \{v_1, v_2, \ldots, v_{2r+2}\} \subseteq W_s$ which implies that $B(x, r) = \bigcap_{c \in C} B(c, r + s)$.

Let $u_i = v_i \setminus x$ and $t_i = x \setminus v_i$ for $1 \leq i \leq 2r + 2$, i.e., $v_i = (x \setminus t_i) \cup u_i$. For each $1 \leq i \leq r + 1$ let $a_i$ be any arbitrary element in supp $(x)$ which is contained in supp $(v_i)$. For each $r + 2 \leq i \leq 2r + 2$ let $b_i$ be an arbitrary element in supp $(u_i)$ which is not contained in supp $(x)$.

Let $\sigma$ be a subset of $x$ with size $r + 1$ which contains $\{a_i : 1 \leq i \leq r + 1\}$ (note that some of the $a_i$‘s might be the same). Similarly, let $\beta$ be a subset of $[n] \setminus x$ with size $r + 1$ which contains $\{b_i : r + 2 \leq i \leq 2r + 2\}$.

Define the word $y = x \setminus \sigma \cup \beta$. Since $x \in J(n, L)$, $|\sigma| = r + 1, \sigma \subseteq x$, and $\beta \cap x = \emptyset$, it follows that $y \in J(n, L)$ and $d_j(x, y) = r + 1$ and hence $y \notin B(x, r)$. Next, we compute a lower bound on the distance between $x$ and each co-codeword of $C$. Since $v_i = (x \setminus t_i) \cup u_i$, where $t_i \subseteq x$ and $u_i \cap x = \emptyset$, it follows that Lemma 54 can be applied to obtain

$$d_j(v_i, y) = |x \setminus y| + |u_i \setminus y| - |t_i \setminus y|.$$ 

We distinguish between two cases:

Case 1: If $1 \leq i \leq r + 1$, then $|x \setminus y| = d_j(x, y) = r + 1$, $|u_i| = s$ and hence $|u_i \setminus y| \leq s$. Furthermore, since $a_i \in t_i$ and $a_i \notin y$, it follows that $|t_i \setminus y| \geq 1$ and therefore,

$$d_j(v_i, y) = |x \setminus y| + |u_i \setminus y| - |t_i \setminus y| \leq r + 1 + s - 1 = r + s.$$ 

Case 2: If $r + 2 \leq i \leq 2r + 2$, then $|x \setminus y| = d_j(x, y) = r + 1$, $|u_i| = s$ and hence $|u_i \setminus y| \leq s$. Furthermore, since $a_i \in t_i$ and $a_i \notin y$, it follows that $|t_i \setminus y| \geq 1$ and therefore,

$$d_j(v_i, y) = |x \setminus y| + |u_i \setminus y| - |t_i \setminus y| \leq r + 1 + s - 1 = r + s.$$ 

Thus, by Cases 1 and 2 we have that for each $1 \leq i \leq 2r + 2$, $d_j(v_i, y) \leq r + s$, i.e., $y \in \bigcap_{c \in C} B(c, r + s)$, a contradiction to $B(x, r) = \bigcap_{c \in C} B(c, r + s)$ since $y \notin B(x, r)$. Thus, $N_J(L, r, s) \geq 2r + 3$.
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