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Reconstruction of Sequences Over
Non-Identical Channels

Michal Horovitz and Eitan Yaakobi , Senior Member, IEEE

Abstract— Motivated by the error behavior in the DNA storage
channel, in this paper, we extend the previously studied sequence
reconstruction problem by Levenshtein. The reconstruction prob-
lem studies the model in which the information is read through
multiple noisy channels, and the decoder, which receives all
channel estimations, is required to decode the information. For
the combinatorial setup, the assumption is that all the channels
cause at most some t errors. Levenshtein considered the case in
which all the channels have the same behavior, and we generalize
this model and assume that the channels are not identical. Thus,
different channels may cause different maximum numbers of
errors. For example, we assume that there are N channels, which
cause at most t1 or t2 errors, where t1 < t2, and the number of
channels with at most t1 errors is at least � pN�, for some fixed
0 < p < 1. If the information codeword belongs to a code with
minimum distance d , the problem is then to find the minimum
number of channels that guarantees successful decoding in the
worst case. A different problem we study in this paper is where
the number of channels is fixed, and the question is finding the
minimum distance d that provides exact reconstruction. We study
these problems and show how to apply them for the cases of
substitutions and transpositions.

Index Terms— The sequence reconstruction problem, DNA
storage, Hamming errors, the Johnson graph.

I. INTRODUCTION

THE sequence reconstruction problem was first proposed
and studied by Levenshtein in [9] and [10]. In this

model, a codeword is transmitted over multiple channels and
a decoder, which receives all channel outputs, decodes the
transmitted word. The assumption is that all channels are the
same and are uncorrelated, with the only exception that all
channel outputs are different from each other. This model
was originally motivated by chemical and biological processes
where the information is replicated and can be read from
different noisy sources. However, it was also shown to be
relevant in storage technologies, where the stored information
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has multiple copies or where a single copy is read by several
different read heads. Specifically, the applicability of this
model is most relevant to DNA storage [1], [2], [17]–[19].
Both for in vitro and in vivo storage systems, the information
has a large number of copies stored in DNA strands and the
goal is to read these strands and reconstruct the data, while
every estimation of the data is erroneous.

The reconstruction model studied by Levenshtein and later
by others was combinatorial. Suppose all words belong to
some space V with a distance function ρ. It is assumed that the
information codeword x belongs to a code with minimum dis-
tance d and the number of errors in every channel is at most t .
Then, the goal is to find the minimum number of channels that
guarantees unique decoding in the worst case. Clearly, if t <
�(d − 1)/2�, then a single channel is sufficient. Otherwise,
it was shown in [9] that this number has to be greater than the
largest intersection of two balls with radius t and minimum
distance d between their centers, that is, greater than

max{|Bt(x) ∩ Bt (z)| : x, z ∈ V , ρ(x, z) ≥ d},
where Bt (x) = {y ∈ V : ρ(x, y) ≤ t}. Later, this combinato-
rial problem was studied for several channels. Levenshtein [9]
studied the cases of substitution errors, the Johnson graphs,
and several more general metric distances. More results for
other general error graphs were given in [11] and [12], and
in [6]–[8], it was studied for permutations. The case of permu-
tations with the Kendall’s ς distance was investigated in [16]
as well as the Grassmann graph case. Levenshtein’s results
for deletions and insertions in [10] were extended in [14] for
insertions and in [3] for deletions. In [15], the connection
between the reconstruction problem and associative memories
was studied, and in [5] it was analyzed for the purpose of
asymptotically improving the Gilbert-Varshamov bound.

The motivation for the paradigm studied in this paper
comes from the error behavior in DNA storage. We generalize
Levenshtein’s model and assume a combinatorial model where
the channels are not identical. When reading the data stored
in DNA strands, it may happen that some estimations are
more noisy than the others [17]. In the reconstruction model
this is translated to channels that cause a different maximum
number of errors. For example, it is known that for substitution
errors, if the transmitted word belongs to a code with minimum
Hamming distance 3 and there are at most 2 errors in every
channel, then 7 channels are necessary and sufficient for
successful decoding. However, if at most 2 channels cause
two errors (and the rest 1 error), then we show that 5 channels
are necessary and sufficient for successful decoding. In [13],
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a similar problem was studied for the setup in which every
channel can cause a different number of insertions.

In this paper, we mainly focus on studying the following
two problems. In the first problem we assume that the input
set, i.e. the code and its minimum distance, is given, and we
seek to find the minimum number of channels required for
exact reconstruction. In the second problem, the number of
channels is given, and then we study the minimum distance
of a code which is required for exact reconstruction. In these
two problems, we consider three cases which depend upon
whether the information about the number of errors in each
channel is given, only the distribution of the number of errors
in the channels is given, or only the average number of errors
is given.

Formally, we define the first model as follows. Let � be the
number of possible types of channels. For T = (t1, . . . , t�)
and P = (p1, . . . , p�), where t1 < · · · < t� ∈ N and
0 < p1 < · · · < p�−1 < p� = 1, we say that a system
with N channels is a (T, P)-channel system if for all i ,
1 ≤ i ≤ �, �pi N	 of the channels cause at most ti errors. For
example, Levenshtein’s model is a special case with � = 1 and
p1 = 1. We study the minimum number of channels required
for a (T, P)-channel system for successful decoding when
the information is a codeword which belongs to a code with
minimum distance d . The first two cases we consider here take
into account whether the decoder may or may not know the
type of each channel. We also study the case where only the
average number of errors is known. We solve the general cases,
and focus on substitution and transposition errors for � = 2.

In the second problem the number of channels N is fixed,
and the goal is to find the minimum distance d of a code
which guarantees exact reconstruction. As in the first problem,
we consider here also three parallel questions according to
the knowledge about the error behavior of the channels. That
is, whether the decoder knows the number of errors in each
channel, the distribution of the number of errors, or only the
average number of errors.

The rest of the paper is organized as follows. In Section II,
we formally define the models and the main problems studied
in the paper. In Section III we solve the first problem, i.e., we
find the minimum number of channels required for exact
reconstruction, where the input set is given, and in Section IV
we demonstrate this solution for substitution and transposition
errors. Then, in Section V we solve the second question,
where the number of channels is given, and the goal is to
find the minimum distance of the code required for exact
reconstruction. Later on, in Section VI, we consider two
special systems. Finally, we conclude in Section VII.

II. DEFINITIONS AND PROBLEMS SETUP

For a positive integer h, we denote by [h] the set
{1, 2, . . . , h}. Let V be a finite set with a distance function
ρ : V × V → N, when N is the set of all non-negative integer
numbers. For x ∈ V , the ball of radius t centered at x is the
set Bt (x) = {y ∈ V : ρ(x, y) ≤ t}. A combinatorial channel
C is called a t-error channel, if for any input x ∈ V the output
of C is in Bt (x). Note that for t < t �, a t-error channel is also
a t �-error channel.

A channel system is a system consisting of some N com-
binatorial channels C1, C2, . . . , CN . The size of the channel
system is the number of channels N comprised in it. We say
that a word x ∈ V is transmitted over the channel system
if x is transmitted over Ci for all i ∈ [N], and yi is the
output of the i th channel. The sequence (y1, . . . , yN ) is called
the outputs sequence of the system. The receiver applies a
decoding function D(y1, . . . , yN ) in order to reconstruct the
transmitted word x , and exact reconstruction happens when
x = D(y1, . . . , yN ). In this paper we only refer to the
exact reconstruction problem and we assume that all channel
outputs are different from each other. We say that a channel
system supports exact reconstruction for U, U ⊆ V , if there
exists a decoding function D such that for each x ∈ U ,
x = D(y1, . . . , yN ) where (y1, . . . , yN ) is a possible outputs
sequence when x is transmitted over the system.

Let T = (t1, . . . , t�) and P = (p1, . . . , p�) be such that
t1 < t2 < · · · < t� ∈ N and 0 < p1 < p2 < · · · < p�−1 <
p� = 1. A channel system with N combinatorial channels is
called a (T, P)-channel system if for each i ∈ [�], �pi N	 of
the channels are ti -error channels.

We consider two models, which depend upon whether the
behavior of each specific channel is known or unknown to
the decoder. In the first channel system, called the sequenced-
channel system, the decoder knows the maximum number of
errors in every channel. In this model we assume, without loss
of generality, that for each i ∈ [�] the first �pi N	 channels
are ti -error. However, in the second channel system, called
the non-sequenced-channel system, only the distribution of the
errors in the channels is known to the decoder, but the number
of errors in each individual channel is unknown. For example,
in the non-sequenced model, the decoder knows that half of
the channels are t1-error channels, and the rest are t2-error
channels, but it does not know for each specific channel, if it
is a t1-error or t2-error channel. But, in the sequenced model,
the decoder knows also that the first half of the channels
are t1-error. We will also consider a channel system where
only t , the average number of errors, is known, when t is not
necessarily an integer number. Such a system will be called a
t-channel system.

For U ⊆ V , we denote by Nu (T, P, U, V ) the
minimum size of a (T, P)-non-sequenced-channel system
such that every x ∈ U has exact reconstruction. Simi-
larly, Nk (T, P, U, V ) and Na (t, U, V ) are defined for the
sequenced- and t-channel systems, respectively. Note that
Nk(T, P, U, V ) ≤ Nu(T, P, U, V ), and clearly the values
of Nk(T, P, U, V ), Nu(T, P, U, V ), and N(t, U, V ) depend
also on the distance function ρ. Yet, the distance function
will be clear from the context, so to simplify, we omit ρ in
these notations. In the rest of the paper, whenever we write
g, we refer to g ∈ {k, u}. The first problem we study in this
paper is formulated as follows.

Problem 1: Let V be a finite set with distance function
ρ : V × V → N, T = (t1, . . . , t�), t ≥ 0, and
P = (p1, . . . , p�). For all U ⊆ V , find the values of
Nk(T, P, U, V ), Nu (T, P, U, V ), and Na(t, U, V ).

Problem 1 is a generalized version for the setup presented
and solved by Levenshtein for � = 1 [9]. The solution for a
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general �, which will be described in Subsection III-B, extends
the result by Levenshtein, where in this case T = (t), P = (1)
and Nk (T, P, U, V ) = Nu (T, P, U, V ).

Problem 1 is studied in Section III. In Subsection III-A,
we find the values Nk(T, P, U, V ) and Nu(T, P, U, V ) for
� = 2, that is, the channel system is given by T = (t1, t2)
and P = (p, 1). Then, in Subsection III-B, we generalize this
combinatorial solution for all �, and in Subsection III-C we
present the solution for Na(t, U, V ). In Section IV, we apply
the solution for � = 2 for two types of errors; for substitutions
in Subsection IV-A and for transpositions in Subsection IV-B,
both over the binary alphabet. In Section VI we slightly modify
the model of a (T, P)-channel system and study some special
cases of � = 2 when there exists a fixed number of t1-error
channels and the rest of the channels are t2-error channels,
and vice versa. These problems are solved for both cases,
the sequenced- and non-sequenced-channel systems.

In the sequel, when writing x and z, we assume that x 
= z,
and we use a bold notation (x, z) when x and z are vectors.
It is straightforward to verify that

Ng(T, P, U, V ) = max{Ng(T, P, {x, z}, V ) : x, z ∈ U}, and

Na(t, U, V ) = max{Na(t, {x, z}, V ) : x, z ∈ U}.
We also define Ng(T, P, d, V ) as the maximum value of
Ng(T, P, U, V ), for all U ⊆ V of minimum distance at
least d , that is, d(U) ≥ d , where d(U) = min{ρ(x, z) :
x, z ∈ U}. As before, we get that

Ng(T, P, d, V )

= max{Ng(T, P, {x, z}, V ) : x, z ∈ V , ρ(x, z) ≥ d},
and Na(t, d, V ) is defined similarly. Therefore, we focus on
finding the values of Ng(T, P, {x, z}, V ) and Na(t, {x, z}, V )
for all x, z ∈ U . For V = {0, 1}n , we denote the values
of Ng(T, P, d, V ) and Na(t, d, V ) by Ng(T, P, d, n) and
Na(t, d, n), respectively.

The second problem we study in this paper is formulated
as follows. Assume that N , the size of the channel system,
is given. We define three models of channel systems, each
one is of size N . Denote by ti the number of maximum errors
in the i -th channel, and by t the average number of errors,

i.e., t =
∑N

i=1 ti
N . Without loss of generality t1 ≤ t2 ≤ · · · ≤ tN .

We define the three models as follows,
(1) a (T, N)-sequenced-channel system - where the N-tuple

T = (t1, t2, . . . , tN ) is given,
(2) a (T, N)-non-sequenced-channel system - where the mul-

tiset T = {t1, t2, . . . , tN } is given, and
(3) a (t, N)-channel system - where t , the average number of

errors is given.
Then, we study the minimum distance d required for
exact reconstruction in each one of these three models. We
denote by Dk(T, N, V ), Du(T, N, V ), and Da(t, N, V ),
the minimum distance of the codes required for exact
reconstruction for (T, N)-sequenced-, (T, N)-non-sequenced-,
and (t, N)- channel systems, respectively. Note that
Dk(T, N, V ) ≤ Du(T, N, V ) ≤ Da(t, N, V ), where we
denote these values by ∞ if there does not exist such
a minimum distance. In the sequel, we use the notation

T = (t1, . . . , tN ) to denote the multiset {t1, . . . , tN } or the
N-tuple (t1, . . . , tN ), where the meaning will be clear from
the context, according to the model. Note that the parameter
N is redundant in the non-sequenced and in the sequenced
models, nevertheless, it is left for clarification. The second
problem is defined as follows.

Problem 2: Let V be a finite set with distance function ρ :
V × V → N. For all N, T = (t1, . . . , tN ), and t ≥ 0, find the
values of Dk(T, N, V ), Du(T, N, V ), and Da(t, N, V ).

In Section V we solve Problem 2, using reduction to
Problem 1. We also provide some examples for substitution
errors.

III. PROBLEM 1 - MINIMUM SIZE OF A CHANNEL-SYSTEM

In this section we consider Problem 1 for every U ⊆ V .
In Subsection III-A we find the minimum number of channels
required for exact reconstruction in a (T, P)-channel system
where � = 2, that is, the values of Nu(T, P, U, V ) and
Nk(T, P, U, V ). Then, in Subsection III-B, we extend this
analysis for arbitrary �. Finally, in Subsection III-C we solve
the problem of Na(t, U, V ), where only the average number
of errors is known. In the rest of this section, and unless stated
otherwise, we assume that U = {x, z} ⊆ V .

A. The Case � = 2

In this subsection we study Problem 1 for � = 2. This
result extends the case studied by Levenshtein when all the
channels are identical [9]. For � = 2 we have, T = (t1, t2),
and P = (p, 1), where t1 < t2 ∈ N and 0 < p < 1. Recall that
a (T, P)-channel system of size N is a set of N combinatorial
channels, where �pN	 of the channels are t1-error channels
and the others are t2-error channels.

For the rest of this subsection we assume that T = (t1, t2)
and P = (p, 1). We define

I (x, z, t1, t2)= Bt1(x) ∩ Bt2(z), I (x, z, t1)= Bt1(x) ∩ Bt1(z),

and

N(x, z, t1, t2) = |I (x, z, t1, t2)| , N(x, z, t1) = |I (x, z, t1)| .
Note that the values of Bt (x), I (x, z, t1, t2), and N(x, z, t1, t2)
depend also on V which is omitted to simplify the notations
and it will be clear from the context.

We start with a simple proposition that will be used in the
paper.

Proposition 1: For r1, r2 ∈ N and 0 < p ≤ 1 the followings
hold.

(a) If r1 >
⌊

r2
p

⌋
, then �p · r1	 > r2.

(b) If r1 ≤
⌊

r2
p

⌋
, then �p · r1	 ≤ r2.

Proof:

(a) For an integer r1, the equality r1 >
⌊

r2
p

⌋
is equivalent to

r1 ≥
⌊

r2
p

⌋
+ 1. Thus, we have

�p · r1	 ≥ p · r1 ≥ p · (�r2/p� + 1) > p · r2/p = r2.

(b) If �p · r1	 = p · r1, then

�p · r1	 = p · r1 ≤ p · �r2/p� ≤ p · r2/p = b.
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Otherwise, �p · r1	 = �p · r1� + 1, and

�p · r1	 = �p · r1� + 1 < p · �r2/p� + 1 ≤ p · (r2/p) + 1

= r2 + 1.

The following theorem solves Problem 1 for the sequenced
model.

Theorem 2: Nk(T, P, U, V ) = N + 1, where

N = min{�N(x, z, t1)/p� , N(x, z, t2)}.
Proof: The above conditions are symmetric for x and z.

Thus, without loss of generality, let x be the transmitted word.
For the first direction we prove that a (T, P)-

sequenced-channel system of size J , where J >
min{�N(x, z, t1)/p� , N(x, z, t2)}, supports exact reconstruc-
tion for U = {x, z}. If J > min{�N(x, z, t1)/p� , N(x, z, t2)}
then at least one of the following conditions holds:
(1) J > �N(x, z, t1)/p� which implies �p J	 > N(x, z, t1)

by Proposition 1(a), or
(2) J > N(x, z, t2).
Assume the word x was transmitted over the channel sys-
tem. Therefore, the first �p J	 outputs are in Bt1(x) and
all the J outputs are in Bt2(x). Thus, if the first condition
holds, since the first �p J	 of the outputs are in Bt1(x)
and �p J	 > N(x, z, t1), at least one of the first �p J	
outputs is not in Bt1(z). However, for z to be decoded, all of
these outputs must be in Bt1(z). Thus, z cannot be decoded.
Otherwise, if the second condition holds, since all J outputs
are in Bt2(x) and J > N(x, z, t2), not all the outputs are
in Bt2(z). But, for z to be decoded, all the outputs must
be in Bt2(z). Hence, for both cases, the word z will not be
decoded.

For the second direction we prove that if the following two
conditions hold simultaneously:
(1) J ≤ �N(x, z, t1)/p� which implies �p J	 ≤ N(x, z, t1)

by Proposition 1(b), and
(2) J ≤ N(z, x, t2),
then a channel system of size J does not support exact recon-
struction for U = {x, z}. We present a sequence of J outputs
which can be an outputs sequence when transmitting either
x or z. We chose the first m = min{J, N(x, z, t1)} outputs
from I (x, z, t1), where m ≥ �p J	 by the first condition.
The rest of the outputs are in I (x, z, t2), which is possible
by the second condition. Thus, the first �p J	 outputs are in
Bt1(x), and all the J outputs are in Bt2(x), and the same holds
for z.

The rest of this subsection is dedicated for presenting
the solution for the non-sequenced model. Note that if x is
transmitted over a (T, P)-non-sequenced-channel system with
N channels, then at least �pN	 of the outputs are in Bt1(x),
and all the N outputs are in Bt2(x). Thus, to support exact
reconstruction for x we require that for every z ∈ U , there are
no N outputs such that all the following three conditions hold
simultaneously:
(1) at least �pN	 of the outputs are in Bt1(x),
(2) at least �pN	 of the outputs are in Bt1(z),
(3) all N outputs are in I (x, z, t2) = Bt2(x) ∩ Bt2(z).

Thus, we conclude
Lemma 3: A (T, P)-non-sequenced-channel system of size

J supports exact reconstruction for U, if and only if at least
one of the following four conditions holds:

(1) �p J	 > N(x, z, t1, t2),
(2) �p J	 > N(z, x, t1, t2),
(3) J > N(x, z, t2), or
(4) 2 �p J	 − N(x, z, t1) > J .

Proof: The above conditions are symmetric for x and z.
Thus, without loss of generality, let x be the transmitted word.

For the first direction we prove that if at least one of
the above conditions holds, then the system supports exact
reconstruction. If Condition (1) or Condition (3) holds, since
at least �p J	 of the outputs are in Bt1(x) and all the J
outputs are in Bt2(x), then not all the outputs can be in Bt2(z).
If Condition (2) holds, there are no �p J	 outputs in Bt1(z).
Thus, if one of conditions (1), (2), or (3) holds, then z will
not be decoded. For Condition (4), assume that we have m
outputs in I (x, z, t1), m ≤ N(x, z, t1). In order for z to be a
possible output for the decoder, we must have at least �p J	−m
outputs in I (z, x, t1, t2)\ I (x, z, t1). Furthermore, since x was
transmitted at least �p J	 − m outputs are in I (x, z, t1, t2) \
I (x, z, t1). Thus, we must have that 2 �p J	 − m ≤ J in
contradiction to Condition (4).

For the second direction we prove that if the following four
conditions hold simultaneously:

(1) �p J	 ≤ N(x, z, t1, t2),
(2) �p J	 ≤ N(z, x, t1, t2),
(3) J ≤ N(x, z, t2), and
(4) 2 �p J	 − N(x, z, t1) ≤ J ,

then the channel system of size J does not support exact
reconstruction for U = {x, z}. For this part, we present a
set of J outputs, which any order of them may be an outputs
sequence when transmitting either x or z. Let m = N(x, z, t1).
If m < �p J	 then m outputs are chosen from I (x, z, t1), at
least �p J	 − m outputs are in I (x, z, t1, t2) \ I (x, z, t1) (by
Conditions (1) and (4)), at least �p J	 − m in I (z, x, t1, t2) \
I (x, z, t1) (by Conditions (2) and (4)), and all the outputs are
in I (x, z, t2) (by Condition (3)). Otherwise, m ≥ �p J	, and
then at least �p J	 outputs are in I (x, z, t1), and all the rest
are in I (x, z, t2) (by Condition (3)). Thus, at least �p J	 of
the outputs are in Bt1(x), and all the J outputs are in Bt2(x),
and the same holds for z.

We are now ready to find the value of Nu (T, P, U, V ). Let
us define

N �(x, z, t1, p) = min{L : 2 �pL	 − L

> N(x, z, t1), L ≥ 1} − 1, (1)

where here and in the rest of this paper min ∅ = ∞. The
following theorem establishes our result in calculating the
value of Nu (T, P, U, V ) by using Lemma 3 and the definition
of N �(x, z, t1, p).

Theorem 4: Nu(T, P, U, V ) = N + 1, where

N = min{�N(x, z, t1, t2)/p� , N(x, z, t2),

�N(z, x, t1, t2)/p� , N �(x, z, t1, p)}.
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Proof: If a (T, P)-channel system consists of J = N + 1
channels, then, by the definition of N , at least one of the
following conditions holds:
(1) J > �N(x, z, t1, t2)/p� which implies by Proposition 1(a)

�p J	 > N(x, z, t1, t2),
(2) J > �N(z, x, t1, t2)/p� which implies by Proposition 1(a)

�p J	 > N(z, x, t1, t2),
(3) J > N(x, z, t2), or
(4) 2 �p J	 − N(x, z, t1) > J .

Thus, by Lemma 3, a channel system of size J supports
exact reconstruction.

For the second direction we have to prove that if J ≤ N ,
then J channels are not sufficient for exact reconstruction
where U = {x, z}. The following four conditions hold simul-
taneously:

(1) �p J	 ≤ N(x, z, t1, t2) which is derived by Proposi-
tion 1(b) from J ≤ �N(x, z, t1, t2)/p�,

(2) �p J	 ≤ N(z, x, t1, t2) which is derived by Proposi-
tion 1(b) from J ≤ �N(x, z, t1, t2)/p�,

(3) J ≤ N(x, z, t2), and
(4) 2 �p J	 − N(x, z, t1) ≤ J .

Then, we apply again Lemma 3 to conclude that exact recon-
struction is not supported.

Remark 5: We note that a (T, P)-non-sequenced-channel
system of size J , where J > Nu (T, P, {x, z}, V ), may not
support exact reconstruction for U = {x, z}. That could hap-
pen only if J ≤ min{�N(x, z, t1, t2)/p� , �N(z, x, t1, t2)/p� ,
N(x, z, t2)}. The reason for this undesirable phenomena is
that Nu (T, P, U, V ) may be determined by N �(x, z, t1, p)+1,
that is, Nu (T, P, U, V ) = N �(x, z, t1, p) + 1 which means
that 2 �pNu(T, P, U, V )	 − Nu (T, P, U, V ) > N(x, z, t1).
However, 2 �p J	 − J ≤ N(x, z, t1). For example, assume
V = {0, 1}n, ρ is the Hamming distance function,
d = 3, T = (1, 4), and P = (1/3, 1). Thus, we have
Nu (T, P, d, n) = 1, but 2 channels (and even more) are
not sufficient (the vectors y1 = (1, 0, 0, . . . , 0) and y2 =
(1, 1, 1, 1, 0, . . . , 0) might be the outputs of either x =
(0, 0, . . . , 0) or z = (1, 1, 1, 0, · · · , 0)).

Thus, another interesting problem is to find a threshold
Nu

2 (T, P, U, V ) such that for all N ≥ Nu
2 (T, P, U, V ),

a (T, P)-non-sequenced-channel system of size N sup-
ports exact reconstruction, but a (T, P)-non-sequenced-
channel system of size Nu

2 (T, P, U, V ) − 1 does not
support exact reconstruction. Unfortunately, we can not
answer this question completely. However, we know that
Nu (T, P, U, V ) ≤ Nu

2 (T, P, U, V ) ≤ N �, where N � =
min{�N(x, z, t1, t2)/p� , �N(z, x, t1, t2)/p� , N(x, z, t2)} + 1.

Let J be the size of a (T, P)-non-sequenced channel system.
We can conclude the following.

• If J < Nu(T, P, {x, z}, V ) then exact reconstruction is
not supported.

• If J = Nu (T, P, {x, z}, V ) or J ≥ N � then exact
reconstruction is supported.

• Otherwise, Nu(T, P, {x, z}, V ) < J < N �, and we do not
know whether exact reconstruction is supported or not.

This phenomena happens also for general � in the
non-sequenced model (see Remark 11).

In order to complete the study of the value Nu(T, P, U, V )
we are only left with studying the value of N �(x, z, t1, p).

Proposition 6: For 0 < p ≤ 1/2:

N �(x, z, t1, p) =
{

0 if N(x, z, t1) = 0,

∞ otherwise.

For 1/2 < p < 1:
⌊

N(x, z, t1) − 2

2 p − 1

⌋

≤ N �(x, z, t1, p) ≤
⌊

N(x, z, t1)

2 p − 1

⌋

.

Proof: For 0 < p ≤ 1/2, 2 �pL	− L ≤ 1 for all L. Thus,
in this case the value of N �(x, z, t1, p) is an immediate result
by Equation (1).

For 1/2 < p < 1, denote a = N(x, z, t1). For each δ,
0 ≤ δ < 1, let Aδ = {J : �p J	 − p J = δ, J ≥ 1}, and
Jδ = min{L : 2 �pL	 − L > a, L ≥ 1, L ∈ Aδ}. For Aδ 
= ∅,
let Lδ be an element in Aδ, i.e., �pLδ	 − pLδ = δ. Thus,
2 �pLδ	 − Lδ > a if and only if 2(pLδ + δ) − Lδ > a, which
holds if and only if Lδ > a−2δ

2p−1 , that is equivalent to Lδ ≥
⌊

a−2δ
2p−1

⌋
+ 1. Thus, if Aδ 
= ∅ then Jδ =

⌊
a−2δ
2p−1

⌋
+ 1. We can

conclude that N �(x, z, t1, p) = min{Jδ − 1 : 0 ≤ δ < 1}.
Therefore,

⌊
N(x, z, t1) − 2

2 p − 1

⌋

≤ N �(x, z, t1, p) ≤
⌊

N(x, z, t1)

2 p − 1

⌋

The following corollary is deduced immediately by
Proposition 6 and Theorem 4.

Corollary 7: Nu (T, P, U, V ) = N + 1 where N is defined
as follows. For 0 < p ≤ 1/2:

N =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if N(x, z, t1) = 0

min{�N(x, z, t1, t2)/p� , otherwise.

�N(z, x, t1, t2)/p� ,

N(x, z, t2)}.
For 1/2 < p < 1:

N = min{�N(x, z, t1, t2)/p� , N(x, z, t2),

�N(z, x, t1, t2)/p� , N �(x, z, t1, p)}.
In Section IV we show how to apply the result from Corol-

lary 7 in order to explicitly solve Problem 1 with � = 2 for
substitution and transposition errors over the binary alphabet.

B. The General Case

In this section, we extend the solution from
Subsection III-A. We provide a combinatorial translation
for the general case of Problem 1, where T = (t1, . . . , t�)
and P = (p1, . . . , p�−1, p�), t1 < t2 < · · · < t� ∈ N, and
0 < p1 < p2 < · · · < p�−1 < p� = 1. Remember that a
(T, P)-channel system of size N consists of N channels,
where for each i ∈ [�], �pi N	 channels are ti -error channels.

Theorem 8 and Theorem 10 generalize Theorem 2 and
Theorem 4 for arbitrary �, respectively.

Theorem 8: Nk(T, P, U, V ) = N + 1, where

N = min{�N(x, z, ti )/pi� : i ∈ [�]}.
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Furthermore, for all J ≥ Nk (T, P, U, V ), a (T, P)-
sequenced-channel system of size J supports exact reconstruc-
tion for U.

Proof: The above conditions are symmetric for x and z.
Thus, without loss of generality, let x be the transmitted
word. For the first direction we prove that a (T, P)-sequenced-
channel system of size J , where J > min{�N(x, z, ti )/pi� :
i ∈ [�]}, supports exact reconstruction for U = {x, z}. If J >
min{�N(x, z, ti )/pi� : i ∈ [�]} then there exists i ∈ [�], such
that J > �N(x, z, ti )/pi�, which implies by Proposition 1(a)
that �pi J	 > N(x, z, ti ). The word x was transmitted over
the channel system. Therefore, the first �pi J	 outputs are in
Bti (x). But, since �pi J	 > N(x, z, ti ), at least one output
from the first �pi J	 outputs is not in Bti (z). However, for z
to be decoded, all the first �pi J	 outputs must be in Bti (z).
Hence, z cannot be decoded.

For the second direction we prove that if for all i ∈ [�],
J ≤ �N(x, z, ti )/pi� then a channel system of size J does
not support exact reconstruction for U = {x, z}.

By Proposition 1(b), J ≤ �N(x, z, ti )/pi� implies �pi J	 ≤
N(x, z, ti ). Now, we present a sequence of J outputs, which is
an outputs sequence when transmitting either x or z. We place
the first �p1 J	 outputs in I (x, z, t1), then we add the next
(�p2 J	−�p1 J	) outputs in I (x, z, t2), then (�p3 J	−�p2 J	)
additional outputs in I (x, z, t3), and so on. This can be applied
by the fact that �pi J	 ≤ N(x, z, ti ) for all i ∈ [�]. Thus,
the first �pi J	 of the outputs are in Bti (x), for all i ∈ [�], and
the same holds for z. Hence, z might be decoded when x was
transmitted.

Next, we consider the non-sequenced case. Recall that if x
is transmitted over a (T, P)-channel system of size N , then
for all i ∈ [�] at least �pi N	 of the outputs are in Bti (x)
(if i = � we have that all the N outputs are in Bt�(x)). Then,
x does not have exact reconstruction if there exists a different
word z, where for all i ∈ [�] at least �pi N	 of the outputs are
in Bti (z).

Lemma 9: A non-sequenced-channel system of size J does
not support exact reconstruction for U if and only if for all
i, j ∈ [�] the following inequality holds

N(x, z, ti , t j ) ≥ �pi J	 + ⌈
p j J

⌉ − J.

Proof: For the first direction, we assume that the sys-
tem does not support exact reconstruction. For all i ∈ [�],
we denote by Ai , Bi the sets of outputs in Bti (x), Bti (z),
respectively. Since the system does not support exact recon-
struction for U = {x, z}, we conclude that for all i, j , |Ai | ≥
�pi J	,

∣
∣B j

∣
∣ ≥ ⌈

p j J
⌉

, and J ≥ ∣
∣Ai ∪ B j

∣
∣ Thus, we have:

J ≥ ∣
∣Ai ∪ B j

∣
∣ = |Ai | + ∣

∣B j
∣
∣ − ∣

∣Ai ∩ B j
∣
∣

≥ �pi J	 + ⌈
p j J

⌉ − N(x, z, ti , t j ),

as required.
In the second direction we are given that for all i, j ∈ [�]

N(x, z, ti , t j ) ≥ �pi J	 + ⌈
p j J

⌉ − J,

and we prove that a channel system of size J does not support
exact reconstruction for U = {x, z}. For this part, we present
a set of J outputs, which any order of them may be an outputs

sequence when transmitting either x or z. Let us assume that
x is transmitted. The J outputs can be divided as follows.
First, we place �p1 J	 outputs in I (x, z, t1, t�) by choosing
the outputs according to their distance from z, preferring the
closest. Then, in the second step we do the same for t2 to have
additional (�p2 J	 − �p1 J	) outputs in I (x, z, t2, t�). Then,
in the third step we do the same for t3, and so on. Thus,
we have J outputs for x which were chosen by � steps.

We prove now, that this sequence of outputs, may be an
outputs sequence when transmitting z. We have to prove that
for each i ∈ [�], at least �pi J	 outputs are in Bti (z). Let
i ∈ [�]. Then, for each j ∈ [�], we define

ai, j = min{⌈p j J
⌉ − ⌈

p j−1 J
⌉
, N(x, z, t j , ti ) − ai, j−1},

where p0 = 0, ai,0 = 0. By induction on j , it is readily proved,
that for all 0 ≤ j ≤ �, at the j -th step of the algorithm,
we choose exactly ai, j additional words from Bti (z) (actually,
from I (x, z, t j , ti )). Therefore, ai, j ≥ 0 for all i, j , and the
number of outputs in Bti (z) is ai = ∑�

k=1 ai,k . Thus, we have
to prove that ai ≥ �pi J	. If for all j , ai, j = ⌈

p j J
⌉−⌈

p j−1 J
⌉
,

then ai = J −�p0 J	 ≥ �pi J	. Otherwise, let ji be the largest
index such that ai, ji = N(x, z, t ji , ti ) − ai, ji −1. Then,

ai ≥
�∑

k= ji −1

ai,k = J − ⌈
p ji J

⌉ + N(x, z, t ji , ti ) ≥ �pi J	 .

In order to continue with the analysis to study the value of
Nu(T, P, U, V ), we define the following term:

N �(x, z, ti , t j , pi , p j ) = min{L : �pi L	 + ⌈
p j L

⌉ − L

> N(x, z, ti , t j ), L ≥ 1} − 1.

(2)

The following theorem establishes this result in calculat-
ing the value of Nu (T, P, U, V ) by using Lemma 9 and
N �(x, z, ti , t j , pi , p j ).

Theorem 10: Nu (T, P, U, V ) = N + 1, where

N = min{N �(x, z, ti , t j , pi , p j ) : i, j ∈ [�]},
that is,

N = min{�N(x, z, ti , t�)/pi� : i ∈ [� − 1]}
∪{�N(z, x, ti , t�)/pi� : i ∈ [� − 1]}
∪{N(x, z, t�)}
∪{N �(x, z, ti , t j , pi , p j ) : i, j ∈ [� − 1]}.

Proof: The proof where N = min{N �(x, z, ti , t j , pi , p j ) :
i, j ∈ [�]} is essentially similar to the proof of Theorem 4 by
using Lemma 9. Therefore we omit this part. For the other
version of N , note that by the definition of N �(x, z, ti , t j ,
pi , p j ) in Equation (2), the followings hold. For all i ∈ [�−1],
we have that N �(x, z, ti , t�, pi , p�) = �N(x, z, ti , t�)/pi�,
N �(x, z, t�, ti , p�, pi ) = �N(z, x, ti , t�)/pi�, and
N �(x, z, t�, t�, p�, p�) = N(z, x, t�).

The following remark generalizes Remark 5 for general �.
Remark 11: We note that a (T, P)-non-sequenced-channel

system of size J , where J > Nu (T, P, {x, z}, V ), may not
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support exact reconstruction for U = {x, z}. Let J be the size
of a (T, P)-non-sequenced-channel system, and

N � = 1 + min{�N(x, z, ti , t�)/pi� : i ∈ [� − 1]}
∪{�N(z, x, ti , t�/pi )� : i ∈ [� − 1]}
∪{N(x, z, t�)}.

We can conclude the following.

• If J < Nu(T, P, {x, z}, V ) then exact reconstruction is
not supported.

• If J = Nu (T, P, {x, z}, V ) or J ≥ N � then exact
reconstruction is supported.

• Otherwise, Nu(T, P, {x, z}, V ) < J < N �, and we do not
know whether exact reconstruction is supported or not.

C. The t-Channel System

In this subsection we solve Problem 1 for the case where
only t , the average number of errors in all the channels,
is known. That is, we find the value of Na (t, U, V ) for all
t ≥ 0 and U ⊆ V . We extend the distance function ρ to the
domain V N × V N such that if x, z ∈ V then ρ(x N , zN ) =
N · ρ(x, z) We also assume that if x, z ∈ V N × V N where
ρ(x, y) = d � then there exists y ∈ V N such that ρ(x, y) ≤⌊
(d � + 1)/2

⌋
and ρ(z, y) ≤ ⌊

(d � + 1)/2
⌋

. This assumption is
reasonable in many types of error, for example, substitutions
and transpositions, which are rigorously solved in Section IV
for Problem 1. In this model we do not assume that the N
outputs are different.

Lemma 12: Let U ⊆ V , such that d(U) = d. Then,

Na(t, U, V ) = min {N : �t N� ≤ �(d N − 1)/2�} .

Furthermore, a t-channel system of size N supports exact
reconstruction for U if and only if �t N� ≤ �(d N − 1)/2�.

Proof: The outputs of the N channels can be translated
to one channel which causes at most �t N� errors, and the
transmitted word x is translated to transmitting x N . Thus, if
U ⊆ V is a code with minimum distance d , then U N is a
code with minimum distance d N , consisting of N repetitions
of each word from U . Therefore, this code can correct at most
�(d N − 1)/2� errors. A t-channel system of size N with input
U corresponds to one channel with the code U N .

Thus, if �t N� ≤ �(d N − 1)/2� then we can use the
minimum distance decoding algorithm in order to find out x N

from the code U N . Otherwise, �t N� > �(d N − 1)/2� and let
x, z ∈ U such that ρ(x, z) = d . Then ρ(x N , zN ) = d N , where
ρ is the extended version of the distance function. By our
assumption, there exists y ∈ V N such that y ∈ Bt �(x N ) ∩
Bt �(zN ) where t � = �(d N + 1)/2� = �(d N − 1)/2� +
1 ≤ �t N�. We can present y as an output sequence of
(y1, y2, . . . , yN ) of either x or z in a t-channel system of
size N .

Hence, we conclude that a t-channel system of size N
supports exact reconstruction for U if and only if �t N� ≤
�(d N − 1)/2�, and

Na(t, U, V ) = min {N : �t N� ≤ �(d N − 1)/2�} .

Recall that Na(t, d, V ) was defined as the maximum value
of Na(t, U, V ), for all U ⊆ V such that d(U) ≥ d . That is,

Na(t, d, V ) = max{N(t, U, V ) : d(U) ≥ d}.
The next proposition proves that Na(t, d, V ) = Na(t, U, V )
for all U = {x, z} ⊆ V such that d = ρ(x, z), that is
Na(t, U, V ) ≥ Na(t, U �, V ) where d(U) = d and d(U �) =
d � > d . This desirable property was defined by Levenshtein
in [9] as the monotonicity by intersection.

Proposition 13: Let U = {x, z} ⊆ V such that ρ(x, z) = d.
Then, Na(t, d, V ) = Na (t, U, V ).

Proof: The first direction Na(t, d, V ) ≥ Na(t, U, V ) is
trivial by the definitions of Na(t, d, V ) and U .

For the second direction, assume to the contrary that
Na(t, d, V ) < Na(t, U, V ). By Lemma 12 we conclude
that Na (t, U, V ) depends on the distance between x and z,
d = ρ(x, z), and does not depend on the specific values of
x or z. Furthermore, a t-channel system of size N supports
exact reconstruction for U � of distance d � if and only if �t N� ≤⌊
(d �N − 1)/2

⌋
. Thus, Na(t, d, V ) < Na (t, U, V ) implies

�t N� ≤ �(d N − 1)/2�, but, �t N� >
⌊
(d �N − 1)/2

⌋
for some

d � > d . We get
⌊
(d �N − 1)/2

⌋
< �(d N − 1)/2� for d � > d ,

which is a contradiction. Thus, Na (t, d, V ) = Na(t, U, V ) for
all U = {x, z} ⊆ V of distance d .

Following, in this subsection, we search for an explicit
solution for Na (t, d, V ), which, by Proposition 13 equals to
Na(t, U, V ) for all V of distance d . We prove some properties
of this value and find the exact solution in almost all the cases.

Note that by applying Proposition 13, we can get the
following result.

Lemma 14: For all t ≥ 0 and a positive integer d,
Na(t, d, V ) = ∞ or Na(t, d, V ) = 1.

Proof: Assume to the contrary that 1 < N = Na(t, d, V )
for N ∈ N. Thus, by Lemma 12 we have �t� > �(d − 1)/2�
and �t N� ≤ �(d N − 1)/2�. We prove by induction that
if �t� > �(d − 1)/2�, then for all N � ∈ N,

⌊
t N �⌋ >⌊

(d N � − 1)/2
⌋
. The basis of the induction is N � = 1. For

the step, we assume that
⌊

t N �⌋ >
⌊
(d N � − 1)/2

⌋
, and we

prove that
⌊

t (N � + 1)
⌋

>
⌊
(d(N � + 1) − 1)/2

⌋
. The follow-

ing inequality holds
⌊

t (N � + 1)
⌋≥⌊

t N �⌋+�t�>
⌊
(d N � − 1)/2

⌋+�(d − 1)/2�+1.

For even d we can continue
⌊
(d N � − 1)/2

⌋ + �(d − 1)/2� + 1

= (d N � − 2)/2 + (d − 2)/2 + 1

= (d(N � + 1) − 2)/2

= ⌊
(d(N � + 1) − 1)/2

⌋
,

and, for odd d we continue as follows:
⌊
(d N � − 1)/2

⌋ + �(d − 1)/2� + 1

≥ (d N � − 2)/2 + (d − 1)/2 + 1

= (d(N � + 1) − 1)/2

= ⌊
(d(N � + 1) − 1)/2

⌋
.

Thus, we conclude that Na(t, d, V ) = ∞ or Na

(t, d, V ) = 1.
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Remark 15: We note that a t-channel system of size J ,
where J > Na(t, U, V ), may not support exact recon-
struction for U of distance d. That could happen since
�t · Na (t, U, V )� ≤ �(d · Na(t, U, V ) − 1)/2� does not imply
�t J� ≤ �(d J − 1)/2� for J > Na(t, U, V ), and by Lemma 12,
a t-channel system of size J supports exact reconstruction for
U if and only if �t J� ≤ �(d J − 1)/2�. For example, if t = 7/4
and d = 3 then Na(t, U, V ) = 1, but a t-channel system of
size 2 (or any even size) does not support exact reconstruction
for U of distance d.

As described in Remark 15, in the general case, a t-channel
system of size J where J > Na(t, U, V ) may not sup-
port exact reconstruction for U . Yet, in the rest of this
subsection, we prove that in most of the cases, includ-
ing for an integer t , this undesirable phenomena does not
hold. Furthermore, in this section we prove several prop-
erties on Na(t, d, V ), and we find an explicit solution
for almost all the parameters t and d . The proofs of all
the claims in the rest of this subsection are presented
in Appendix A.

Lemma 16: If a t-channel system of size J , for some even J ,
supports exact reconstruction for U, then for all even positive
integer, N, a t-channel system of size N supports exact
reconstruction for U.

Lemma 17: Let Na(t, d, V ) = 1. If d is even or if a
t-channel system of size 2 supports exact reconstruction for U
of distance d, then for all N ≥ 1 a t-channel system of size
N supports exact reconstruction for U.

Theorem 18: Let t ≥ 0, d be a positive integer, and U ⊆ V
where d(U) = d. Then

(1) If d < �2t� then Na(t, d, V ) = ∞,
(2) If d > �2t	 then Na(t, d, V ) = 1, and exact reconstruc-

tion is supported for U for any size of the system.
(3) If d = �2t� and d is even then Na(t, d, V ) = ∞.
(4) If d = �2t� and d is odd then for all even N,

a t-channel system of size N does not support exact
reconstruction.

Thus, for an integer t, if d > 2t then Na(t, d, V ) = 1, and
exact reconstruction is supported for U for any size of the
system. Otherwise, Na (t, d, V ) = ∞.

IV. PROBLEM 1 - EXAMPLES

In this section we apply the solution for Problem 1
with � = 2 for two types of errors, for substitution
errors in Subsection IV-A, and for transposition errors in
Subsection IV-B. In this section we use the notations which
were defined in Section II, where in some of the notations
we add the subscript H or J , to denote the Hamming or the
Johnson distance function for the case of substitution or trans-
position errors, respectively. We choose to focus here on
the cases of substitutions and transpositions as these are
examples for the errors that can be encountered when using
DNA strands for storage. Substitutions correspond to the
case where a base symbol is synthesized or sequenced with
another symbol, and similarly a transposition is the case where
two base symbols change their positions within the DNA
strand [17].

A. Substitution Errors

Let VH = {0, 1}n be the set of all length n words over the
binary alphabet. The Hamming distance function ρH : VH ×
VH → N is defined by ρH (x, z) = |{i : xi 
= zi }|.

Note, that for all x, z ∈ VH , NH (x, z, t1, t2) and
NH (x, z, t) depend only on d = ρH (x, z). Thus, for x, z ∈
VH such that d = ρH (x, z), we denote by NH (d, n, t1, t2)
and NH (d, n, t) the values NH (x, z, t1, t2) and NH (x, z, t),
respectively. The next proposition proves that for all d ≥ 1,
Ng

H (T, P, U, n) ≥ Ng
H (T, P, U �, n) where d(U) = d and

d(U �) = d � > d . This desirable property is known as the
monotonicity by intersection [9]. Recall that Ng(T, P, d, V )
was defined as the maximum value of Ng (T, P, U, V ), for all
U ⊆ V such that d(U) ≥ d . That is,

Ng(T, P, d, V ) = max{Ng(T, P, U, V ) : d(U) ≥ d}.
Thus we prove in Proposition 19 that Ng

H (T, P, d, n) =
Ng

H (T, P, {x, z}, V ) for all U = {x, z} ⊆ VH such that
d = ρH (x, z).

Proposition 19: Let U = {x, z} ⊆ VH such that
ρH (x, z) = d. Then, Ng

H (T, P, d, V ) = Ng
H (T, P, U, V ).

Proof: The first direction Ng
H (T, P, d, V ) ≥ Ng

H (T, P,
U, V ) is trivial by the definitions of Ng

H (T, P, d, V ) and U .
For the second direction, we note that in the Hamming case,
Ng(T, p, U, V ) depends on the distance between x and z, d =
ρ(x, z), and does not depend on the specific values of x or z.
It can be readily verified that NH (d, n, t), NH (d, n, t1, t2),
and N �

H (d, t1, p) are non-increasing functions of d , Therefore,
the function Ng

H (T, P, U, V ) for U = {x, z} ⊆ {0, 1}n of
distance d is defined as the minimum between some of these
non-increasing functions. Thus, for all U � of distance d �,
where d � > d , Ng

H (T, P, U, n) ≥ Ng
H (T, P, U �, n), Hence

Ng
H (T, P, U, n) = Ng

H (T, P, d, n).
According to Proposition 19, in order to calculate the

value of Ng
H (T, P, d, n) it is enough to find the value of

Ng
H (T, P, {x, z}, VH ), where ρH (x, z) = d and x, z ∈ VH .

Therefore, according to Theorem 2 and Theorem 4, for T =
(t1, t2) and P = (p, 1), we conclude that

Nk
H (T, P, d, n) = min{�NH (d, n, t1)/p� , NH (d, n, t2)} + 1,

(3)

and

Nu
H (T, P, d, n)

= min{�NH (d, n, t1, t2)/p� , NH (d, n, t2), N �
H (d, t1, p)}+1,

(4)

where

N �
H (d, t1, p)=min{L : 2 �pL	−L > NH (d, n, t1, L ≥ 1} − 1.

In the sequel, we find the values of Nk
H (T, P, d, n)

and Nu
H (T, P, d, n). We start by computing the values of

NH (d, n, t) and NH (d, n, t1, t2).
The following lemma was shown in [9], where we use the

equality t − ⌈d
2

⌉ = ⌊
t − d

2

⌋
.
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Lemma 20: For t, d ≥ 1,

NH (d, n, t) =

⌊
t− d

2

⌋

∑

i=0

(
n − d

i

)

·
t−i∑

k=d−t+i

(
d

k

)

,

where
(a

b

) = 0 if a < b or b < 0.
We conclude that in the sequenced model the solution is

simply derived by the expression in (3) while we use the
result from Lemma 20. In particular, for a fixed p and n suffi-
ciently large, we get that Nk

H (T, P, d, n) = �NH (d, n, t1)/p�.
Furthermore, at the end of this subsection, we provide some
examples.

For the non-sequenced model, we compute the value of
NH (d, n, t1, t2) for all t1, t2. This value is presented in the
following lemma, which generalizes Lemma 20, and is proved
by similar combinatorial computation. The value NH (d, n, t),
which is presented in Lemma 20, can be obtained from the
Lemma 21, by substituting t = t1 = t2. For the completeness
and readability of the results in the paper we prove the three
following lemmas in Appendix B.

Lemma 21: For 1 ≤ t1 ≤ t2 and d ≥ 1,

NH (d, n, t1, t2) =

⌊
t1+t2−d

2

⌋

∑

i=0

(
n − d

i

)

·
t1−i∑

k=d−t2+i

(
d

k

)

.

The following two lemmas compare between the three
components which determine the value of Nu

H (T, P, d, n), for
d ≥ 1, t1 < t2 ∈ N, and fixed 0 < p < 1. Lemma 22 compares
between �NH (d, n, t1, t2)/p� and NH (d, n, t2).

Lemma 22: For any fixed p and n sufficiently large the
following holds. If d is odd, p ≤ 1/2, and t2 = t1 + 1, then

NH (d, n, t2) < �NH (d, n, t1, t2)/p� .

Otherwise,

NH (d, n, t2) ≥ �NH (d, n, t1, t2)/p� .

The following lemma compares between the values of
N �

H (d, t1, p) and min{�NH (d, n, t1, t2)/p� , N(d, t2)}. Recall
that according to Proposition 6, for 0 < p ≤ 1/2,
N �

H (d, t1, p) ∈ {0,∞}, and by Lemma 22 if 1/2 < p < 1 then
NH (d, n, t1, t2)/p ≤ NH (d, n, t2). Thus, in Lemma 23 we
compare only between �NH (d, n, t1, t2)/p� and

⌊
NH (d,n,t1)

2p−1

⌋

for 1/2 < p < 1.
Lemma 23: For any fixed p and n sufficiently large the

following holds. If d is even, t2 = t1 + 1, and
( (1/2 < p ≤ 2/3) or (2/3 < p < 3/4 and d < 2−2p

3p−2 ) ), then
⌊

NH (d, n, t1)

2 p − 1

⌋

> �NH (d, n, t1, t2)/p� .

Otherwise,
⌊

NH (d, n, t1)

2 p − 1

⌋

≤ �NH (d, n, t1, t2)/p� .

According to Corollary 7, Lemma 22, and Lemma 23,
we can now summarize the results for the case of binary
substitution errors.

Corollary 24: For any fixed p and n sufficiently large the
following holds.

• For 0 < p ≤ 1/2:

Nu
H (T, P, d, n) =

⎧
⎨

⎩

1 if d > 2t1,

�(n

⌊
t1+t2−d

2

⌋

) otherwise.

• For 1/2 < p < 1:

Nu
H (T, P, d, n) = �(n

⌊
2t1−d

2

⌋

).

More specifically,

• For 0 < p ≤ 1/2:

Nu
H (T, P, d, n)=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if d > 2t1,

NH (d, n, t2) + 1 otherwise,

if d is odd

and t2 = t1 + 1,⌊
NH (d,n,t1,t2)

p

⌋
s + 1 otherwise.

• For 1/2 < p < 1:

Nu
H (T, P, d, n)

=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⌊
NH (d,n,t1,t2)

p

⌋
+ 1 if d is even,t2 = t1 + 1,

and
( ( 1

2 < p ≤ 2
3

) ∨
(

2
3 < p < 3

4 ∧ d < 2−2p
3p−2

) )
,

N �
H (d, t1, p) + 1 otherwise.

To understand the results for substitution errors errors better,
we demonstrate some of them. Let L1 = NH (d, n, t1)+1 and
L2 = NH (d, n, t2)+1 be the solutions for the cases where all
the channels are identical and cause at most t1 and t2 errors,
respectively. In addition, for T = (t1, t2) and P = (p, 1),
we denote Lu = Nu

H (T, Pd, n) and Lk = Nk
H (T, P, d, n).

That is, Lu and Lk are the solutions to Problem 1 with
� = 2 for the non-sequenced and for the sequenced models,
respectively. Clearly, L1 ≤ Lk ≤ Lu ≤ L2.

Note that by Levenshtein’s result [9] and Lemma 20, if d ≤
2t1 then L1 = �(n�t1−d/2�) and L2 = �(n�t2−d/2�). Using
Theorem 2 and the Equation (3), we have Lk = �(n�t1−d/2�),
and similarly the value of Lu is derived by Corollary 24.

The following examples compare between the four values,
L1, L2, Lk , and Lu . These examples emphasize the benefit
produced from knowing that a fraction p of the channels are
t1-error, and not t2-error, where t1 < t2. Additionally, these
examples highlight the advantage of the sequenced model on
the non-sequenced one.

• For fixed p, 0 < p ≤ 1/2, d = 1, and T = (2, 4),
we have L1 = Lk = �(n) and Lu = �(n2), while
L2 = �(n3),

• For fixed p, 0 < p ≤ 1/2, d = 1, and T = (2, 8),
we have L1 = Lk = �(n) and Lu = �(n4), while
L2 = �(n7),

• For fixed p, 1/2 < p ≤ 2/3, d = 2, and T = (4, 5),
we have L1 = Lk = Lu = �(n3), while L2 = �(n4).

For T = (t1, t2), where t2 > t1, and a fixed p, 0 < p < 1,
the cases of d = 2t1 − 1 or d = 2t1 are interesting, since
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by Lemma 20, in both cases NH (d, n, t1) = (2t1
t1

)
, and thus

L1 is independent on n. For these parameters, we have L1 =
(2t1

t1

) + 1, Lk =
⌊(2t1

t1

)
/p

⌋
+ 1, Lu = �(1) for p > 1/2,

Lu = �(n

⌊
t1+t2−d

2

⌋

) for p ≤ 1/2, and L2 = �(n

⌊
2t2−d

2

⌋

).

B. Transposition Errors

For x ∈ {0, 1}n , a transposition error transposes the symbols
xi and x j for some i, j ∈ [N], i 
= j . Note that transpositions
do not change the Hamming weight of a word. Therefore we
consider VJ = J n

w , the set of all length n words over the binary
alphabet with Hamming weight w. The Johnson distance
function ρJ : VJ ×VJ → N is defined by ρJ (x, z) = |{i:xi 
=zi }|

2 .
Note, that for all x, z ∈ VJ , NJ (x, z, t1, t2) and NJ (x, z, t)

depend only on d = ρJ (x, z). Thus, for x, z ∈ VJ such that
d = ρJ (x, z), we denote by NJ (d, n, t1, t2) and NJ (d, n, t)
the values NJ (x, z, t1, t2) and NJ (x, z, t), respectively. Note
that all these values depend also on w which is omitted
to simplify the notations. The monotonicity by intersection
property holds also for this case, as described in the following
proposition. The proof is omitted since it essentially the same
as the proof of Proposition 19 for substitution errors.

Proposition 25: Let U = {x, z} ⊆ VH such that
ρJ (x, z) = d. Then, Ng

J (T, P, d, V ) = Ng
J (T, P, U, V ).

According to Proposition 25, in order to calculate the
value of Ng

J (T, P, d, n) it is enough to find the value of
Ng

J (T, P, {x, z}, VJ ), for some x, z such that ρJ (x, z) = d .
Therefore, according to Theorem 2 and Theorem 4, for
T = (t1, t2) and P = (p, 1), we conclude that

Nk
J (T, P, d, n) = min{�NJ (d, n, t1)/p� , NJ (d, n, t2)} + 1,

(5)

and

Nu
J (T, P, d, n) = min{�NJ (d, n, t1, t2)/p� ,

NJ (d, n, t2), N �
J (d, t1, p)} + 1, (6)

where

N �
J (d, t1, p)=min{L : 2 �pL	 − L > NJ (d, n, t1), L ≥1} − 1.

The following lemma was shown in [9].
Lemma 26: For t, d ≥ 1,

NJ (d, n, t)

=
t∑

i=0

(
n − w − d

i

)

·
t−i∑

a=0

t−i∑

b=0

(
d

a

)(
d

b

)(
w − d

a + b + i − d

)

,

where
(a

b

) = 0 if a < b or b < 0.
Thus, as in the substitution errors case, we conclude that

the solution for the sequenced model is directly deduced
from (5) together with the result from Lemma 26. We also note
that for a fixed p and n sufficiently large, Nk

J (T, P, d, n) =
�NJ (d, n, t1)/p�. At the end of this subsection, we provide
some examples for this value.

For the non-sequenced model, we compute the value of
NJ (d, n, t1, t2) for all t1, t2. This value is presented in the
following lemma, which generalizes Lemma 26, and is proved
by similar combinatorial computation. The value NJ (d, n, t),

which is presented in Lemma 26, can be obtained from
Lemma 27, by substituting t = t1 = t2. For the completeness
of the results in the paper we prove the following lemma in
Appendix B.

Lemma 27: For t1 ≤ t2:

NJ (d, n, t1, t2)

=
t1∑

i=0

(
n − w − d

i

)

·
t1−i∑

a=0

t2−i∑

b=0

(
d

a

)(
d

b

)(
w − d

a + b + i − d

)

.

The following two lemmas compare between the three
components which determine the value of Nu

J (T, P, d, n), for
d ≥ 1, t1 < t2 ∈ N, and fixed 0 < p < 1. Lemma 28 compares
between �NJ (d, n, t1, t2)/p� and NJ (d, n, t2).

Lemma 28: For any fixed p and n sufficiently large

NJ (d, n, t2) > �NJ (d, n, t1, t2)/p� .

Proof: Note that

NJ (d, n, t2) = �(nt2) and NJ (d, n, t1, t2) = �(nt1).

Thus, for t2 > t1, NJ (d, n, t2) > �NJ (d, n, t1, t2)/p�.
The following lemma compares between the values

of N �
J (d, t1, p) and min{�NJ (d, n, t1, t2)/p� , NJ (d, n, t2)}.

Recall that according to Proposition 6, for 0 < p ≤ 1/2,
N �

J (d, t1, p) ∈ {0,∞}, and by Lemma 28 if 1/2 < p < 1 then
�NJ (d, n, t1, t2)/p� ≤ NJ (d, n, t2). Thus, in Lemma 29 we
compare only between �NJ (d, n, t1, t2)/p� and

⌊
NJ (d,n,t1)

2p−1

⌋

for 1/2 < p < 1. The proof of this Lemma is presented in
Appendix B.

Lemma 29: For any fixed p and n sufficiently large the
following holds.

⌊
NJ (d, n, t1)

2 p − 1

⌋

< �NJ (d, n, t1, t2)/p�
if and only if

p

2 p − 1
<

t2−t1∑

b=0

(
d

b

)
1

(t1 − d + b)2 · · · (t1 − d + 1)2 .

According to Corollary 7, Lemma 28, and Lemma 29, we
can now summarize the results for transposition errors.

Corollary 30: For any fixed p and n sufficiently large
the following holds. If 0 < p ≤ 1/2 and d > 2t1 then
Nu

J (T, P, d, n) = 1. Otherwise, Nu
J (T, P, d, n) = �(nt1)

More specifically,

• For 0 < p ≤ 1/2:

Nu
J (T, P, d, n) =

{
1 if d > 2t1,

�NJ (d, n, t1, t2)/p� + 1 otherwise.

• For 1/2 < p < 1:

Nu
J (T, P, d, n) = min

{⌊
NJ (d, n, t1, t2)

p

⌋

,

N �
J (d, t1, p)

}

+ 1 = �(nt1).

To understand the results for transposition errors better, we
demonstrate some of them. Let L1 = NJ (d, n, t1) + 1 and
L2 = NJ (d, n, t2)+ 1 be the solutions for the cases where all
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the channels are identical and cause at most t1 and t2 errors,
respectively. Additionally, for T = (t1, t2) and P = (p, 1),
we denote Lu = Nu

J (T, P, d, n) and Lk = Nk
J (T, P, d, n).

That is, Lu and Lk are the solutions to Problem 1 with
� = 2 for the non-sequenced and for the sequenced models,
respectively. Clearly, L1 ≤ Lk ≤ Lu ≤ L2.

Note that by Levenshtein [9] and Lemma 26, if d ≤ 2t1
then L1 = �(n�t1�) and L2 = �(n�t2�). Using Theorem 2 and
Equation (5) we have Lk = �(n�t1�), and the value of Lu is
similarly derived by Corollary 30.

The following examples compare between the four values,
L1, L2, Lk , and Lu . These examples emphasize the benefit
produced from knowing that a fraction p of the channels are
t1-error, and not t2-error, where t1 < t2. Note that for the
Johnson distance function we have �(Lk) = �(Lu).

• For fixed p, d = 1, and T = (2, 4):
L1 = Lk = Lu = �(n2), while L2 = �(n4),

• For fixed p, d = 1, and T = (2, 8):
L1 = Lk = Lu = �(n2), while L2 = �(n8),

• For fixed p, d = 2, and T = (4, 5):
L1 = Lk = Lu = �(n4), while L2 = �(n5).

V. PROBLEM 2 - MINIMUM DISTANCE

In this section we solve Problem 2. That is, we assume
that the size of the system, N , is given, and we study the
minimum distance of the code, d , that is required for exact
reconstruction. Let t1 ≤ t2 ≤ · · · ≤ tN be N positive integers
that denote the maximum number of errors in the channels.
In a similar way to Problem 1, we consider the following three
cases:

(1) a (T, N)-sequenced-channel system, where the N-tuple
T = (t1, t2, . . . , tN ) is known,

(2) a (T, N)-non-sequenced-channel system, where the mul-
tiset T = {t1, t2, . . . , tN } is known, and

(3) a (t, N)-channel system, where t =
∑N

i=1 ti
N is known.

The solution to Problem 2 is given by reduction to
Problem 1. Let T = (t1, . . . , tN ) where t1 ≤ t2 ≤ · · · ≤
tN ∈ N, T = (t1, . . . , tN ) denotes the multiset T =
{t1, t2, . . . , tN } for the non-sequenced model, or the N-tuple,
T = (t1, t2, . . . , tN ), in the sequenced case, where the exact
meaning will be clear from the context. We define T � =
(t �1, t �2, . . . , t ��) which consists of the set of T , where t1 = t �1 <
t2 < · · · < t� = tN . We define the function f : [N] → [�] such
that f (i) = i � if ti = t �i � , and the function g : [�] → [N] is
defined as follows: g(i �) = max{i : f (i) = i �}. We also define
P = (p1, p2, . . . , p�), such that for i � ∈ [�], p j = g(i �)

N .
The following theorem establishes the connection between

a solution to Problem 1 and Problem 2, by using the definition
of T � and P . We remind that Dk(T, N, V ), Du(T, N, V ), and
Da(t, N, V ) are the minimum distances of the codes which
are required for exact reconstruction in the sequenced, non-
sequenced, and average models, respectively. Clearly, by the
definitions of the models,

Dk(T, N, V ) ≤ Du(T, N, V ) ≤ Da(t, N, V ).

We note that as in Problem 1, in the two first cases we
assume that the N outputs are different, and in the third case

we assume, as describe in Subsection III-C, that if x, z ∈ V N

such that ρ(x, z) = d �, then there exists y ∈ V N such that
y ∈ Bt �(x) ∩ Bt �(z) for t � = ⌊

(d � + 1)/2
⌋
.

Theorem 31: For all N ≥ 1 the following properties hold:

• for the average model,

�2t� ≤ Da(t, N, V ) ≤ �2t	 + 1,

and if t is integer then Da(t, N, V ) = 2t + 1,
• for the non-sequenced model,

Du(T, N, V ) = min{d :A (T �, P)-non-sequenced-channel

system of size N

supports exact reconstruction

for all U ⊆ V such that d(U) ≥ d},
• and for the sequenced model,

Dk(T, N, V ) = min{d : Nk (T �, P, d, V ) ≤ N}.
Proof: The solutions for all cases are derived imme-

diately by reduction to Problem 1. For the non-sequenced
case we could not find a more explicit solution, since N >
Nu(T �, P, U, V ) does not guarantee an exact reconstruction
as explained in Remark 5. However for the average model
we apply Theorem 18 to find an explicit solution, and for the
sequenced model we could simplify the solution to Problem 2
by the property that a (T �, P)-sequenced-channel system of
size N supports exact reconstruction for U ⊆ V if and only
if N ≥ Nk (T �, P, U, V ).

In more details, for the average model, by the reduction to
Problem 1, it can be readily verified that

Da(t, N, V ) = min{d : a t-channel system of size N

supports exact reconstruction for all x, z

such that ρ(x, z) ≥ d}.
Using Theorem 18 we conclude the value of Da(t, N, V ).

The sequenced model is derived similarly. By the reduction
to Problem 1 and by (T �, P) definition, we have

Dk(T, N, V ) = min{d : A (T �, P)-sequenced-channel

system of size N

supports exact reconstruction

for all U ⊆ V such that d(U) ≥ d},
and since a (T �, P)-sequenced-channel system of size N
supports exact reconstruction for U if and only if N ≥
Nk(T �, P, U, V ), we have

Dk(T, N, V ) = min{d : Nk (T �, P, d, V ) ≤ N}.
Yet, for the non-sequenced model, by Remark 5,
a (T �, P)-non-sequenced-channel system of size N ,
N > Nk (T �, P, U, V ), might not support exact reconstruction
for U . Therefore, in this model, unlike in the sequenced
case, we could not simplify the result which obtained by the
reduction to Problem 1.

For the average model, Theorem 31 provides an explicit
solution to Problem 2, that is, Da(t, N, V ) has an
explicit expression. But, for the other two models, even
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though Theorem 31 provides a solution to Problem 2, it
does not give an explicit expression for the minimum dis-
tance. Thus, in the rest of this section we will show how
to derive an explicit solution to Problem 2 in these two
models for both substitution and transposition errors. The
technique which will be presented can be used also for other
distance functions. We first prove Lemma 32, which provides
an insight about the reduction to Problem 1 for the general
case. Then, we apply this lemma to find an explicit solu-
tion, for transpositions in Theorem 33, and for substitutions
in Theorem 34.

Let T , N , T � and P be as defined earlier in this section,
where the (T, N)-channel system is given, and (T �, P) is
defined by the reduction. In Subsection III-B, we presented
conditions for supporting exact reconstruction for U in a
(T �, P)-channel system of size N . The following lemma pro-
vides equivalent conditions on the given parameters T and N .
For the sequenced model, by Theorem 8 and Proposition 1,
a (T �, P)-sequenced-channel system of size N supports exact
reconstruction for U = {x, z} if and only if there exists
i � ∈ [�] such that N(x, z, t �i � ) < �pi � N	. Similarly, in the
non-sequenced model, by Lemma 9, a (T �, P)-non-sequenced-
channel system of size N supports exact reconstruction for
U = {x, z} if and only if there exist i �, j � ∈ [�] such that
N(x, z, t �i � , t �j �) < �pi � N	+⌈

p j � N
⌉−N . The following lemma,

establishes an equivalent condition on T and N .
Lemma 32: Let T = (t1, . . . , tN ) such that t1 ≤ t2 ≤

· · · , tN ∈ N, and let T � = (t �1, . . . , t ��), f , g, and P =
(p1, . . . , p�) as defined earlier in this section. Then, the fol-
lowings hold:

• there exists i � ∈ [�] such that N(x, z, t �i � ) < �pi � N	 if
and only if there exists i ∈ [N] such that N(x, z, ti ) < i ,
and N(x, z, t �i � ) = N(x, z, ti ),

• there exist i �, j � ∈ [�] such that N(x, z, t �i � , t �j �) <

�pi � N	 + ⌈
p j � N

⌉ − N if and only if there exist i, j ∈
[N] such that N(x, z, ti , t j ) < i + j − N, and
N(x, z, t �i � , t �j �) = N(x, z, ti , t j ).

Proof: For the easier direction, assume that there exists
i � ∈ [�] such that N(x, z, t �i � ) < �pi � N	. Let i = g(i �) ∈
[N], then, by the definitions of f , g, and P we have:
N(x, z, tg(i �)) <

⌈
g(i �)

N · N
⌉

, that is, N(x, z, ti ) < i . Similarly,

if there exist i �, j � ∈ [�], such that N(x, z, t �i � , t �j �) < �pi � N	+
⌈

p j � N
⌉ − N , then we can conclude that for i = g(i �) and

j = g( j �) N(x, z, ti , t j ) < i + j − N .
For the second direction, assume that N(x, z, ti ) < i , and

let r = max{k : f (k) = f (i)}, and i � = f (i) = f (r). That
is, tr = ti = t �i � , i ≤ r , r = g(i �), and pi � = r

N . Thus we
conclude,

N(x, z, t �i � ) = N(x, z, ti ) < i ≤ r = pi � N = �pi � N	 .

The second part in the direction is proved similarly. We assume
that N(x, z, ti , t j ) < i + j − N , and we define ri = max{k :
f (k) = f (i)}, r j = max{k : f (k) = f ( j)}, i � = f (i) =
f (ri ), and j � = f (i) = f (r j ). That is, tri = ti = t �i � , i ≤ ri ,
ri = g(i �), and pi � = ri

N , and the same holds for j . Thus we

conclude,

N(x, z, t �i � , t �j �) = N(x, z, ti , t j ) < i + j − N

≤ ri + r j − N

= �pi � N	 + ⌈
p j � N

⌉ − N.

Now, we focus on substitution and transposition errors.
As mentioned in Section IV, for each n ∈ N and x, z ∈ {0, 1}n ,
NH (x, z, t, t �) and NJ (x, z, t, t �) depend on d = ρ(x, z)
and n, and do not depend on the specific words x and z.
Thus, in Section IV we denoted the values of NH (x, z, t, t �)
and NJ (x, z, t, t �) by NH (d, n, t, t �) and NJ (d, n, t, t �) for the
Hamming and for the Johnson cases, respectively. We also use
Propositions 19 and 25 for substitutions and transpositions,
respectively. These propositions allow us to replace between
NH (x, z, t, t �), NJ (x, z, t, t �) and N(d, n, t, t �), N(d, n, t, t �)
where x, z ∈ {0, 1}n and ρ(x, z) = d .

In addition, by Lemma 27, for all d , t , and t �, the following
holds NJ (d, n, t, t �) → ∞ as n → ∞, or NJ (d, n, t, t �) ≡ 0
(i.e., NJ (d, n, t, t �) = 0 for all n ∈ N). For the Hamming
distance function, by Lemma 21, we have the same property
for almost all the parameters d , t , and t �. In general we use
the notation N(d, n, t, t �) (without the subscript J or H ), and
if N(d, n, t, t �) holds the property described in this paragraph,
we say that N(d, n, t, t �) increases on n for d , t , and t �.

In the sequel, we apply Lemma 32 to find an explicit solu-
tion to Problem 2 for the sequenced and for the non-sequenced
models, for both substitution and transposition errors over
the binary alphabet. We use the property of N(d, n, t, t �) to
simplify the solution. The same technique can be applied to
find an explicit solution for other distance functions in which
N(d, n, t, t �) increases on n.

We start with Theorem 33 for transposition errors, since
this distance function holds the property of N(d, n, t, t �) for
all parameters d , t , and t �, that is for the Johnson distance
function, NJ (d, n, t, t �) increases on n for all parameters d , t ,
and t �.

Theorem 33: Let VJ = J n
w, ρJ is the Johnson distance func-

tion, N is a positive constant number, and T = (t1, . . . , tN )
where t1 ≤ · · · ≤ tN ∈ N. Then, for n sufficiently large,

Dk
J (T, N, VJ ) = 2t1 + 1

and

Du
J (T, N, VJ ) = min{ti + t j + 1 : i, j ∈ [N], i + j = N + 1}.

Proof: For the Johnson distance function, by Lemma 27,
NJ (d, n, t, t �) increases on n, for all t , t � and d . That is,
NJ (d, n, t, t �) = 0 for all n, or NJ (d, n, t, t �) → ∞ as
n → ∞. Let T � = (t �1, t �2, . . . , t ��) and P = (p1, p2, . . . , p�)
be defined as described earlier in this section.

Let U = {x, z} be of distance d . Thus, by Theorem 8
and Proposition 1, a (T �, P)-sequenced-channel system of
size N supports exact reconstruction for U = {x, z} of
distance d if and only if there exists i � ∈ [�] such that
NJ (d, n, t �i � ) = NJ (x, z, t �i � ) < �pi � N	, and by Lemma 32
this holds if and only if there exists i ∈ [N] such that
NJ (d, n, ti ) < i . But, NJ (d, n, ti ) = NJ (d, n, ti , ti ) increases
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on n, and therefore, for n sufficiently large, NJ (d, n, ti ) < i
implies NJ (d, n, ti ) = 0 which is equivalent to d > 2ti .
Recall that Dk

J (T, N, VH ) equals to the minimum between all
these possible d . Thus, we can conclude that in the sequenced
model, for n sufficiently large,

Dk
J (T, N, VH ) = min{2ti + 1 : i ∈ [N]} = 2t1 + 1.

Similarly, in the non-sequenced model, by Lemma 9,
a (T �, P)-non-sequenced-channel system of size N supports
exact reconstruction for U = {x, z} of distance d if and
only if there exist i �, j � ∈ [�] such that NJ (d, n, t �i � , t �j �) =
NJ (x, z, t �i � , t �j �) < �pi � N	 + ⌈

p j � N
⌉ − N , and by Lemma 32

this holds if and only if there exist i, j ∈ [N] such that
NJ (d, n, ti , t j ) < i + j − N . But, NJ (d, n, ti , t j ) increases
on n, and therefore, for n sufficiently large, NJ (d, n, ti , t j ) <
i + j−N implies NJ (d, n, ti , t j ) = 0 and i + j −N > 0, where
the condition NJ (d, n, ti , t j ) = 0 is equivalent to d > ti + t j .
Recall that Du

J (T, N, VH ) equals to the minimum d required
for exact reconstruction. Thus, we can conclude that in the
non-sequenced model, for n sufficiently large,

Du
J (T, N, VH ) = min{ti + t j + 1 : i, j ∈ [N], i + j − N > 0}

= min{ti + t j + 1 : i, j ∈ [N], i + j = N + 1}.

The following theorem provides an explicit solution to
Problem 2 for the sequenced and for the non-sequenced
models for substitution errors, by applying Theorem 31, and
Lemma 32. Note that in this case NH (d, n, t, t �) increases on
n for almost all the parameters d , t , and t �, and we use this
property in the proof.

Theorem 34: Let VH = {0, 1}n, ρH is the Hamming dis-
tance function, N is a positive constant number, and T =
(t1, . . . , tN ) where t1 ≤ · · · ≤ tN ∈ N. Then, for n sufficiently
large,

Dk
H (T, N, VH ) = min{D1, D2, D3}

where

D1 = 2t1 + 1,

D2 = min

{

2ti : i ∈ [N],
(

2ti
ti

)

< i

}

, and

D3 = min

{

2ti − 1 : i ∈ [N],
(

2ti
ti

)

+
(

2ti
ti − 1

)

< i

}

,

and

Du
H (T, N, VH ) = min{D1, D2, D3},

where

D1 = min{ti + t j + 1 : i, j ∈ [N], i + j = N + 1},
D2 = min

{

ti + t j : i ≤ j ∈ [N],
(

ti + t j

ti

)

< i

}

, and

D3 = min

{

ti +t j − 1 : i ≤ j ∈ [N],
(

ti +t j

ti

)

+
(

ti +t j

ti − 1

)

< i

}

.

Proof: By Lemma 21 NH (d, n, t, t �) increases on n for all
t , t � and d , except for two cases: d = t + t � and d = t + t � −1.

If d = t +t � then NH (d, n, t, t �) = (t+t �
t

)
, and for d = t +t �−1

we have NH (d, n, t, t �) = (t+t �
t

) + (t+t �
t−1

)
.

Let T � = (t �1, t �2, . . . , t ��) and P = (p1, p2, . . . , p�) be
defined as described earlier in this section.

Let U = {x, z} be of distance d . Thus, by Theorem 8 and
Proposition 1, a (T �, P)-sequenced-channel system of size N
supports exact reconstruction for U = {x, z} of distance d
if and only if there exists i � ∈ [�] such that NH (d, n, t �i � ) =
NH (x, z, t �i � ) < �pi � N	, and by Lemma 32 this holds if and
only if there exists i ∈ [N] such that NH (d, n, ti ) < i .
Next we present equivalent conditions to NH (d, n, ti ) < i
for all i . If d = 2ti − 1 then we substitute NH (d, n, ti ) =
(2ti

ti

)
, and if d = 2ti then NH (d, n, ti ) = (2ti

ti

) + ( 2ti
ti−1

)
.

Otherwise, NH (d, n, ti ) = NH (d, n, ti , ti ) increases on n, and
therefore, for n sufficiently large, NH (d, n, ti ) < i implies
NH (d, n, ti ) = 0 which is equivalent to d > 2ti . Recall
that Dk

H (T, N, VH ) equals to the minimum between all these
possible d . Thus, we can conclude that in the sequenced
model, for n sufficiently large,

Dk
H (T, N, VH ) = min{D1, D2, D3}

where

D1 = min{2ti + 1 : i ∈ [N]} = 2t1 + 1,

D2 = min

{

2ti : i ∈ [N],
(

2ti
ti

)

< i

}

, and

D3 = min

{

2ti − 1 : i ∈ [N],
(

2ti
ti

)

+
(

2ti
ti − 1

)

< i

}

.

Similarly, in the non-sequenced model, by Lemma 9,
a (T �, P)-non-sequenced-channel system of size N supports
exact reconstruction for U = {x, z} of distance d if and
only if there exist i �, j � ∈ [�] such that NH (d, n, t �i � , t �j �) =
NH (x, z, t �i � , t �j �) < �pi � N	 + ⌈

p j � N
⌉ − N , and by Lemma 32

this holds if and only if there exist i, j ∈ [N] such that
NH (d, n, ti , t j ) < i + j − N . Following we present equivalent
conditions to NH (d, n, ti , t j ) < i + j − 1 for all i ≤ j .
If d = ti + t j then we substitute NH (d, n, ti , t j ) = (ti+t j

ti

)
, and

if d = ti+t j then NH (d, n, ti , t j ) = (ti+t j
ti

)+(ti+t j
ti−1

)
. Otherwise,

N(d, n, ti , t j ) increases on n, and therefore, for n sufficiently
large, NH (d, n, ti , t j ) < i + j − N implies N(d, n, ti , t j ) = 0
and i + j − N > 0, were NH (d, n, ti , t j ) = 0 is equivalent to
d > ti + t j . Recall that Du

H (T, N, VH ) equals to the minimum
d required for exact reconstruction. Thus, we can conclude
that in the non-sequenced model, for n sufficiently large,

Du
H (T, N, VH ) = min{D1, D2, D3}

where

D1 = min{ti + t j + 1 : i, j ∈ [N], i + j − N > 0}
= min{ti + t j + 1 : i, j ∈ [N], i + j = N + 1},

D2 = min

{

ti + t j : i ≤ j ∈ [N],
(

ti + t j

ti

)

< i

}

, and

D3 = min

{

ti +t j −1 : i ≤ j ∈ [N],
(

ti +t j

ti

)

+
(

ti +t j

ti −1

)

< i

}

.
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TABLE I

EXAMPLES FOR THE SOLUTION TO PROBLEM 2

In the following, we apply Theorems 33 and 34 and present
explicit solutions to Problem 2 for some parameters of T , for
both substitution and transposition errors in the two models,
the sequenced and the non-sequenced. The examples are
presented in Table I, where J and H in the left column are
abbreviations for Johnson and Hamming, and represent the
transposition and substitution cases, respectively. In the left
column we write the parameter T and some conditions on it.
For example, (t1, t2, t3), J, H (t3 > 1) means that this row
presents the solution for transpositions (J ) for all (t1, t2, t3),
and for substitutions (H ) for all (t1, t2, t3) such that t3 > 1.

VI. SPECIAL SYSTEMS FOR T = (t1, t2)

In this section we study special cases of two types of
channels. First, we define a new problem, and then present
its solution. For T = (t1, t2), t1 < t2, and a constant positive
integer a, a channel system with N combinatorial channels
is called a (T, i, a)-channel system, i ∈ {1, 2}, if a of the
channels are ti -error channels, while the rest are t3−i -error
channels. If the size of a system is smaller than a, then all the
channels are ti -error.

Under this model, we consider both cases, sequenced- and
non-sequenced- channel systems. For U ⊆ V , we denote
by Nu(T, i, a, U, V ) and Nk(T, i, a, U, V ) the value of the
minimum size of a (T, i, a)-non-sequenced- and (T, i, a)-
sequenced- channel system such that each x ∈ U has exact
reconstruction, respectively. This problem is formulated as
follows.

Problem 3: Let V be a finite set with some distance function
ρ : V × V → N, for all U ⊆ V and i ∈ {1, 2}, find the values
of Nu(T, i, a, U, V ) and Nk(T, i, a, U, V ).

As before, we focus on sets of the form U = {x, z} since
Ng(T, i, a, U, V ) = max{Ng(T, i, a, {x, z}, V ) : x, z ∈ U}.

The solution for this problem is presented in the next three
theorems. The first theorem solves the problem for constant
number of t1-error channels. In this case, the minimum number
of channels which are required for exact reconstruction does
not depend on knowing the behavior of each channel. The
last two theorems present the solutions for constant number of
t2-error channels; Theorem 38 for the non-sequenced-channel
system, and Theorem 37 for the sequenced one.

The proofs in this section apply similar techniques to those
presented in the proofs for Problem 1 (see, for example,
Theorems 2 and 4). For completeness and readability of this
paper we preset these proofs in Appendix C.

In the rest of this section we denote U to be
U = {x, z} ⊆ V , T = (t1, t2) where t1 < t2 and a is a
constant positive integer.

Theorem 35: Nk (T, 1, a, U, V ) = Nu (T, 1, a, U, V ) =
N + 1, where

N =
{

N(x, z, t2) if N(x, z, t1) ≥ a,

N(x, z, t1) otherwise.

Furthermore,

• a (T, 1, a)-sequenced-channel system of size J supports
exact reconstruction for U for all J ≥ Nk (T, 1, a, U, V ),
and

• a (T, 1, a)-non-sequenced-channel system of size J sup-
ports exact reconstruction for U, for all N(x, z, t1) <
J ≤ a. and N(x, z, t2) < J .

We note that according to Theorem 35 in almost all cases

Nk (T, 1, a, U, V ) = Nu(T, 1, a, U, V ) = N(x, z, t2) + 1.

The following remark explains the undesirable phenomena
in which a (T, 1, a)-non-sequenced-channel system of size
J > Nu (T, 1, a, U, V ) does not support exact reconstruction.

Remark 36: A (T, 1, a)-non-sequenced-channel system of
size J > Nu(T, 1, a, U, V ) may not support exact recon-
struction for U. By Theorem 35 it could happen only if
a < J ≤ N(x, z, t2). The reason is that in this model it
is not guaranteed which of the a outputs are the outputs
of t1-error channels. For example, U = {x, z} ⊆ {0, 1}n

where ρH (x, z) = 3, and t1 = 1, t2 = 2 and a = 2. For
these parameters we have N(x, z, t1) = 0 < 2 = a and
N(x, z, t2) = 6. Thus, Nu (T, 1, a, U, V ) = 1, but a (T, 1, a)-
non-sequenced-channel system of size J = 4, does not support
exact reconstruction for U. To prove it, we present a set
of J outputs, which any order of them may be an outputs
sequence when transmitting either x or z. We choose a = 2
outputs from I (x, z, t1, t2) and another a = 2 outputs from
I (z, x, t1, t2). Thus, the decoder cannot distinguish between
transmitting x or z. One can readily verify that in this case,
exact reconstruction is not supported also for J ∈ {5, 6}.

In the second case, we have that i = 2 and a is the number
of channels with at most t2 errors. First, we state the solution
to Problem 3 for the sequenced model.

Theorem 37: Nk (T, 2, a, U, V ) = N + 1, where

N = min{N(x, z, t1) + a, N(x, z, t2)}.
Furthermore, for all J ≥ Nk (T, 2, a, U, V ), a (T, 2, a)-
sequenced-channel system of size J supports exact reconstruc-
tion for U.

Here, we note again that in almost all cases

Nk (T, 2, a, U, V ) = N(x, z, t1) + a + 1.

Lastly, we solve Problem 3 for the non-sequenced model.
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Theorem 38: Nu (T, 2, a, U, V ) = N + 1, where

N = min{N(x, z, t1, t2) + a, N(x, z, t2),

N(z, x, t1, t2) + a, N(x, z, t1) + 2a}.
Furthermore, for all J ≥ Nu(T, 2, a, U, V ), a (T, 2, a)-non-
sequenced-channel system of size J supports exact reconstruc-
tion for U.
Once again, we note that in almost all the cases

Nu (T, 2, a, U, V ) = N(x, z, t1) + 2a + 1.

According to the previous theorem, one can verify that
for the Hamming case with a = 2, t1 = 1, t2 = 2, and
ρ(x, z) = 3, we get that Nu (T, 2, a, U, V ) = 5, while if all
channels cause at most 2 errors, then the number of channels
for exact reconstruction is 7 [9].

Note that Theorem 38 can also be derived by a slight
modification in Theorem 4. We denote m = N(x, z, t1) and
we define here

N �(x, z, t1, p) = min{L : 2 �pL	 − L > m,

�pL	 > m, L ≥ 1} − 1,

instead of the previous definition, where

N �(x, z, t1, p) = min{L : 2 �pL	 − L > m, L ≥ 1} − 1.

This change has no affect on Theorem 4, since for fixed p,
0 < p < 1, 2 �pL	−L ≤ �pL	. Then, by substituting �pL	 =
L − a in Theorem 4 we can conclude Theorem 38.

VII. CONCLUSION

In this paper we study a generalization of the reconstruction
problem studied by Levenshtein. We assume here that all
channels do not behave the same and the number of errors
in different channels can vary. In the first problem we assume
that the behavior of the channel system is known and for a
given code we study the required number of channels for exact
reconstruction. Under this problem we considered the cases
in which the decoder knows the number of errors in every
channel, only the distribution for the number of errors, or the
average number of errors. In the second problem the number
of channels is given and then we followed the same study in
order to find the minimum distance of the code that guarantees
exact reconstruction.

APPENDIX A

In this part we present the omitted proofs in
Subsection III-C. The following proofs apply Lemmas 12
and 14, which were already proved in Subsection III-C.

Lemma 16: If a t-channel system of size J , for some even J ,
supports exact reconstruction for U, then for all even positive
integer, N, a t-channel system of size N supports exact
reconstruction for U.

Proof: Denote d = d(U), and suppose that a t-channel
system of size J , for some even J , supports exact recon-
struction for U . First, we prove that a t-channel system
of size 2 supports exact reconstruction for U . Eventually,
we prove an equivalent claim; if a t-channel system of size 2

does not support exact reconstruction for U , then for every
even N , a t-channel system of size N does not support exact
reconstruction for U . We prove it by induction on N .

For the second part, we prove by induction on N , that if a
t-channel system of size 2 supports exact reconstruction for U ,
then for each even N , a t-channel system of size N supports
exact reconstruction for U .

For the first part, if a t-channel system of size 2 does not
support exact reconstruction for U , then, by Lemma 12,

�2t� > �(2d − 1)/2� ,

and we have to prove that for each even N

�t N� > �(d N − 1)/2� .

The basis of the induction is N = 2. For the step, we assume
correctness for an even N and for 2, and we prove for N + 2.
This holds since

�t (N + 2)� ≥ �t N� + �2t�
> �(d N − 1)/2� + �(2d − 1)/2� + 1

= (d N − 2)/2 + (2d − 2)/2 + 1

= (d(N + 2) − 2)/2

= �(d(N + 2) − 1)/2� .

For the second part we assume that a t-channel system
of size 2 supports exact reconstruction for U . Then, by
Lemma 12,

�2t� ≤ �(2d − 1)/2� ,

and we have to prove that for each even N

�t N� ≤ �(d N − 1)/2� .

The basis of the induction is N = 2. For the step, we assume
correctness for an even N and for 2, and we prove for N + 2.
Again, this holds since

�t (N + 2)� ≤ �t N� + �2t� + 1

≤ v �(d N − 1)/2� + �(2d − 1)/2� + 1

= (d N − 2)/2 + (2d − 2)/2 + 1

= v(d(N + 2) − 2)/2

= �(d(N + 2) − 1)/2� .

Lemma 17: Let Na(t, d, V ) = 1. If d is even or if a t-
channel system of size 2 supports exact reconstruction for U
of distance d, then for all N ≥ 1 a t-channel system of size
N supports exact reconstruction for U.

Proof: The proof is by induction on N . For even d ,
the basis is N = 1, where for odd d the basis is N = 1
and N = 2. Now, let N ∈ N. We assume that for L ≤ N ,
a t-channel system of size L, supports exact reconstruction
for U , and we prove that a t-channel system of size N + 1
also supports exact reconstruction for U . By Lemma 12,
�t L� ≤ �(d L − 1)/2� for all L ≤ N , and we have to prove
that �t (N + 1)� ≤ �(d(N + 1) − 1)/2�.
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If d is odd and N is odd, then it holds by Lemma 16.
Otherwise, d is even or N ≥ 2 is even, and then

�t (N + 1)� ≤ �t N� + �t� + 1

≤ �(d N − 1)/2� + �(d − 1)/2� + 1

≤ (d N − 2)/2 + (d − 1)/2 + 1

= (d(N + 1) − 1)/2,

But, �t (N + 1)� is an integer value, and therefore
�t (N + 1)� ≤ �(d(N + 1) − 1)/2�.

Theorem 18: Let t ≥ 0, d a positive integer, and U ⊆ V
where d(U) = d. Then
(1) If d < �2t� then Na(t, d, V ) = ∞,
(2) If d > �2t	 then Na(t, d, V ) = 1, and exact reconstruc-

tion is supported for U for any size of the system.
(3) If d = �2t� and d is even then Na(t, d, V ) = ∞.
(4) If d = �2t� and d is odd then for all even N, a t-channel

system of size N does not support exact reconstruction.
Thus, for an integer t, if d > 2t then Na(t, d, V ) = 1, and
exact reconstruction is supported for U for any size of the
system. Otherwise, Na (t, d, V ) = ∞.

Proof: In all the cases we use the claim from Lemma 12,
a t-channel system of size N supports exact reconstruction for
U of distance d if and only if �t N� ≤ �(d N − 1)/2�.
(1) By Lemma 14 we have to prove that a t-channel system

of size N = 1 does not support exact reconstruction for
U . This holds since

�(d N − 1)/2� = �(d − 1)/2� ≤ �(2t − 1 − 1)/2�

≤ �t − 1� < �t� = �t N� .

(2) By Lemma 17 we have to prove that a system of size
N = 1 and a system of size N = 2 support exact
reconstruction for U . For N = 1 we have,

�(d N − 1)/2� = �(d − 1)/2� ≥ �((2t + 1) − 1)/2�

= �t� = �t N� .

and for N = 2

�(d N − 1)/2� = �(2d − 1)/2� ≥ �(2(2t + 1) − 1)/2�

= �2t + 1/2�

≥ �2t� = �t N� .

(3) By Lemma 14 we have to prove that a t-channel system of
size N = 1 does not support exact reconstruction for U .
This holds since

�(d N − 1)/2� = �(d − 1)/2� = �(�2t� − 1)/2�

= v(�2t� − 2)/2

= �2t� /2 − 1

≤ �t� − 1 < �t� = �t N� .

(4) By Lemma 16, it is sufficient to prove that a t-channel sys-
tem of size N = 2 does not support exact reconstruction
for U . This holds since

�(d N − 1)/2� = �(2d − 1)/2� = �(2 �2t� − 1)/2�

= (2 �2t� − 2)/2

= �2t� − 1

< �2t� = �t N� .

Thus, for an integer t , if d > 2t then by (2) we conclude
that Na(t, d, V ) = 1 and exact reconstruction is supported
for U for any size of the system. Otherwise, by (1) and (3),
Na(t, d, V ) = ∞.

APPENDIX B

For the completeness of the results in the paper, we present
in this section some omitted proofs of lemmas which are used
in this paper.

Let V = {0, 1}n be the set of all length n words over the
binary alphabet, x, z ∈ V , and ρ : V × V → N is a distance
function. Recall that N(x, z, t1, t2) is the number of elements
from V which are of distance at most t1 from x , and at most
t2 from z. If N(x, z, t1, t2) depends only on d = ρ(x, z) we
denoted this value by N(d, t1, t2).

In this section we prove the value of N(d, t1, t2) for two
types of errors: the value for substitution errors (Hamming
distance) which is presented in Lemma 21, is proved in
Appendix B-A, and for transposition errors (Johnson distance),
which is presented in Lemma 27, is proved in Appendix B-B.

Appendix B-A and Appendix B-B contains also proofs
of the comparisons which determine NH (d, n, t1, t2) and
NJ (d, n, t1, t2) (Hamming and Johnson distance), respectively.

A. Proofs for Lemmas 21,22,23

In this subsection we prove Lemma 21, that is, we prove the
value of NH (d, n, t1, t2), and we also prove Lemmas 22 and 23
which contribute to determine Nu

H (T, P, d, n) for substitution
errors.

Recall that the Hamming distance function ρH : VH ×
VH → N, where VH = {0, 1}n , is defined by ρH (x, z) =
|{i : xi 
= zi }|, and in this case, NH (x, z, t1, t2) depends only
on d = ρH (x, z). Thus, we denote by NH (d, n, t1, t2) the
value NH (x, z, t1, t2) where d = ρH (x, z).

Lemma 21: For 1 ≤ t1 ≤ t2 and d ≥ 1,

NH (d, n, t1, t2) =

⌊
t1+t2−d

2

⌋

∑

i=0

(
n − d

i

)

·
t1−i∑

k=d−t2+i

(
d

k

)

.

Proof: Let x = (x1, . . . , xn) and z = (z1, . . . , zn)
such that ρH (x, z) = d . Let A be the set of indices where
xi 
= zi , and B = [n] \ A, i.e., A = { j : x j 
= z j }, and
B = { j : x j = z j }.

Let y ∈ I (x, z, t1, t2), that is, m = ρH (x, y) ≤ t1 and
ρH (y, z) ≤ t2. The m positions in which x and y differ can
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be partitioned into two disjoint sets, i positions in B , and k =
m − i indices in A. That is, i = ∣

∣{ j : x j = z j and x j 
= y j }
∣
∣

and k = ∣
∣{ j : x j = y j and x j 
= z j }

∣
∣.

By ρH (x, y) ≤ t1 we have i + k ≤ t1, and from ρH

(z, y) ≤ t2 we get i +d −k ≤ t2. Thus, d − t2 + i ≤ k ≤ t1 − i ,
which implies d − t2 + i ≤ t1 − i , and hence i ≤

⌊
t1+t2−d

2

⌋
.

For the second direction, we note that two different choices
of i indices from A, and k elements from B , where 0 ≤ i ≤⌊

t1+t2−d
2

⌋
, and d − t2 + i ≤ k ≤ t1 − i , yield two different

elements in I (x, z, t1, t2).
Lemma 22: For any fixed p and n sufficiently large the

following holds. If d is odd, p ≤ 1/2, and t2 = t1 + 1, then

NH (d, n, t2) < �NH (d, n, t1, t2)/p� .

Otherwise,

NH (d, n, t2) ≥ �NH (d, n, t1, t2)/p� .

Proof: Note that

NH (d, n, t2) = �(n

⌊
2t2−d

2

⌋

)

and

NH (d, n, t1, t2) = �(n

⌊
t1+t2−d

2

⌋

).

Thus, we compare between the powers
⌊

2t2−d
2

⌋
and

⌊
t1+t2−d

2

⌋
. If t2 = t1 + 1 and d is odd then

⌊
2t2−d

2

⌋
=

⌊
t1+t2−d

2

⌋
. In all other cases,

⌊
2t2−d

2

⌋
>

⌊
t1+t2−d

2

⌋
, and hence

NH (d, n, t2) > �NH (d, n, t1, t2)/p�.
For the case of t2 = t1 + 1 and odd d , we compare the

coefficients of the dominant powers. Denote d = 2m + 1.

NH (d, n, t2) =
((

d

m

)

+
(

d

m + 1

))

·
(

n − d

t1 − m

)

+
∑m+2

k=m−1

(
d

k

)

·
(

n−d

t1−m−1

)

+ �(nt1−m−2),

NH (d, n, t1, t2) =
(

d

m

)

·
(

n − d

t1 − m

)

+
∑m+1

k=m−1

(
d

k

)

·
(

n−d

t1−m−1

)

+ �(nt1−m−2).

Thus, the coefficient of the dominant powers in N(d, t2) is
twice the coefficient of the corresponding term in N(d, t1, t2).
But, NH (d, n, t1, t2) is multiplied by 1/p. Thus, for p > 1/2
we have �NH (d, n, t1, t2)/p� ≤ NH (d, n, t2), and for
p < 1/2, �NH (d, n, t1, t2)/p� > NH (d, n, t2).

For p = 1/2, we compare the coefficient of the sec-
ond dominant powers in these two terms and get that∑m+2

k=m−1

(d
k

)
< 2 · ∑m+1

k=m−1

(d
k

)
. Thus, we conclude that for

this case �NH (d, n, t1, t2)/p� > NH (d, n, t2).

Lemma 23: For any fixed p and n sufficiently large the
following holds. If d is even, t2 = t1 + 1, and ( (1/2 < p ≤
2/3) or (2/3 < p < 3/4 and d < 2−2p

3p−2 ) ), then
⌊

NH (d, n, t1)

2 p − 1

⌋

> �NH (d, n, t1, t2)/p� .

Otherwise,
⌊

NH (d, n, t1)

2 p − 1

⌋

≤ �NH (d, n, t1, t2)/p� .

Proof: Note thatNH (d, n, t1) = �(n

⌊
2t1−d

2

⌋

) and

NH (d, n, t1, t2) = �(n

⌊
t1+t2−d

2

⌋

). Thus, we compare the pow-
ers

⌊
2t1−d

2

⌋
and

⌊
t1+t2−d

2

⌋
. If t2 = t1 + 1 and d is even

then
⌊

2t1−d
2

⌋
=

⌊
t1+t2−d

2

⌋
. In all other cases,

⌊
2t1−d

2

⌋
<

⌊
t1+t2−d

2

⌋
, and hence, NH (d, n, t1) < �NH (d, n, t1, t2)/p�.

For the case of t2 = t1 + 1 and even d , we compare the
coefficients of the dominant powers.

NH (d, n, t1) =
(

d

d/2

)

·
(

n − d

t1 − d/2

)

+ �(nt1−d/2−1),

NH (d, n, t1, t2) =
((

d

d/2 − 1

)

+
(

d

d/2

))

·
(

n − d

t1 − d/2

)

+ �(nt1−d/2−1).

Thus, the coefficient of the dominant term in
⌊

NH (d,n,t1)
2p−1

⌋
is

1

2 p − 1

(
d

d/2

)

,

while the corresponding coefficient in �NH (d, n, t1, t2)/p� is

1

p

((
d

d/2

)

+
(

d

d/2 − 1

))

= 2d + 2

(d + 2)p

(
d

d/2

)

.

The inequality

2d + 2

(d + 2)p
<

1

2 p − 1

holds if and only if

(p ≤ 2/3) or (2/3 < p < 3/4 and d <
2 − 2 p

3 p − 2
).

Therefore, we conclude that
⌊

NH (d, n, t1, t2)

p

⌋

<

⌊
NH (d, n, t1)

2 p − 1

⌋

if and only if d is even, t2 = t1 + 1, and
((1/2 < p ≤ 2/3) or (2/3 < p < 3/4 and d < 2−2p

3p−2 )).

B. Proofs for Lemmas 27 and 29

In this subsection we prove Lemma 27, that is we prove the
value of NJ (d, n, t1, t2), and we also prove Lemma 29 which
contributes in determining Nu

J (T, P, d, n) for transposition
errors.

For x = (x1, . . . , xn) ∈ {0, 1}n , a transposition error
transposes the symbols xi and x j . Note that transpositions
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do not change the Hamming weight of a word. Therefore we
consider VJ = J n

w , the set of all length n words over the binary
alphabet with Hamming weight w. The Johnson distance
function ρJ : VJ ×VJ → N is defined by ρJ (x, z) = |{i:xi 
=zi }|

2 .
Note, that NJ (x, z, t1, t2) depends only on d = ρJ (x, z).

Thus, in this case, we denote by NJ (d, n, t1, t2) the value
NJ (x, z, t1, t2) where d = ρJ (x, z).

Lemma 27: For t1 ≤ t2:

NJ (d, n, t1, t2)

=
t1∑

i=0

(
n − w − d

i

)

·
t1−i∑

a=0

t2−i∑

b=0

(
d

a

)(
d

b

)(
w − d

a + b + i − d

)

.

Proof: Let x = (x1, . . . , xn) and z = (z1, . . . , zn), two
binary words of Hamming weighht w, where ρJ (x, z) = d .
Let us partition the n indices into four disjoint sets:

• I = { j : x j = z j = 1}, |I | = w − d ,
• A = { j : x j = 1, z j = 0}, |A| = d ,
• B = { j : x j = 0, z j = 1}, |B| = d , and
• C = { j : x j = z j = 0}, |C| = n − w − d .

Let y ∈ I (x, z, t1, t2) where y is of Hamming weight w.
The w positions in which y j = 1 can be partitioned into four
sets as follows: w − d − i positions in I , d − a in A, d − b
in B , and the rest, a + b + i − d , in C .

By the definition of the sets,

ρJ (x, y) =
∣
∣{ j : j ∈ I ∪ A∧y j =0}∣∣+∣

∣{ j : j ∈ B∪C∧y j =1}∣∣
2

= i + a + (d − b) + (a + b + i − d)

2
= i + a,

and

ρJ (z, y) =
∣
∣{ j : j ∈ I ∪B∧y j = 0}∣∣+∣

∣{ j : j ∈ A∪C∧y j = 1}∣∣
2

= i + b + (d − a) + (a + b + i − d)

2
= i + b.

Recall that y ∈ I (x, z, t1, t2), i.e., ρJ (x, y) ≤ t1 and
ρJ (y, z) ≤ t2. Therefore, i + a ≤ t1 and i + b ≤ t2.

For the second direction, we note that two different choices
of i indices from I (to be the 0s in I ), a indices from A
(to be the 0s in A), b indices from B (to be the 0s in B),
and a + b + i − d indices from C (to be the 1s in C), where
0 ≤ i +a ≤ t1 and 0 ≤ i +b ≤ t2, yield two different elements
in I (x, z, t1, t2) of Hamming weight w.

Lemma 29: For any fixed p and n sufficiently large the
following holds.

⌊
NJ (d, n, t1)

2 p − 1

⌋

< �NJ (d, n, t1, t2)/p�

if and only if

p

2 p − 1
<

t2−t1∑

b=0

(
d

b

)
1

(t1 − d + b)2 · · · (t1 − d + 1)2 .

Proof: Note that

NJ (d, n, t1)

2 p − 1
= 1

2 p − 1
·
(

w−d

t1−d

)

·
(

n−w−d

t1

)

+�(nt1−1),

N(d, t1, t2)

p
= 1

p
·
(∑t2−t1

b=0

(
d

b

)(
w − d

t1 + b − d

))

·
(

n − w − d

t1

)

+ �(nt1−1).

Thus, we compare between

1

2 p − 1
·
(

w − d

t1 − d

)

and

1

p
·
(

t2−t1∑

b=0

(
d

b

)(
w − d

t1 + b − d

))

.

The following holds

1

2 p − 1
·
(

w − d

t1 − d

)

<
1

p
·
(

t2−t1∑

b=0

(
d

b

)(
w − d

t1 + b − d

))

if and only if

p

2 p − 1
<

∑t2−t1

b=0

(
d

b

)( w−d
t1+b−d

)

(w−d
t1−d

)

=
∑t2−t1

b=0

(
d

b

)
1

(t1 − d + b)2 · · · (t1 − d + 1)2 .

APPENDIX C

We present in this section two omitted proofs from
Section VI.

Theorem 35: Nk (T, 1, a, U, V ) = Nu (T, 1, a, U, V ) =
N + 1, where

N =
{

N(x, z, t2) if N(x, z, t1) ≥ a,

N(x, z, t1) otherwise.

Furthermore,

• a (T, 1, a)-sequenced-channel system of size J supports
exact reconstruction for U for all J ≥ Nk (T, 1, a, U, V ),
and

• a (T, 1, a)-non-sequenced-channel system of size J sup-
ports exact reconstruction for U, for all N(x, z, t1) <
J ≤ a. and N(x, z, t2) < J .

Proof: If N(x, z, t1) < a, then a (T, 1, a)-channel system
of size at most N(x, z, t1) + 1 contains only t1-channels.
Thus, according to Levenshtein [9], Nk(T, 1, a, U, V ) =
Nu(T, 1, a, U, V ) = N(x, z, t1) + 1. Note that in the
sequenced model, for all J ≥ Nk(T, 1, a, U, V ) =
N(x, z, t1)+1, the first Nk (T, 1, a, U, V ) channels are t1-error
channels, and only their outputs are sufficient to decode
correctly. Yet, in the non-sequenced model, if N(x, z, t1) +
1 ≤ J ≤ a then all the channels are t1-error, and exact
reconstruction is supported. In addition, if J > N(x, z, t2)
exact reconstruction is supported by Levenshtein result for
a system where all the channels are t2-error. But, for
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N(x, z, t1) + 1 ≤ a < J ≤ N(x, z, t2) exact reconstruction
may not be supported as noted in Remark 36.

In the second case, N(x, z, t1) ≥ a, and then by Lev-
enshtein’s result a (T, 1, a)-channel system of size J , J ≥
N(x, z, t2) + 1, supports exact reconstruction for the two
models. For the second direction we have a ≤ J ≤ N(x, z, t2).
Let us assume that x is transmitted over the system, the first a
outputs are in I (x, z, t1) and all the J outputs are in I (x, z, t2).
Then z can also be a possible output of the decoder in both
the sequenced and the non-sequenced models.

Theorem 37: Nk (T, 2, a, U, V ) = N + 1, where

N = min{N(x, z, t1) + a, N(x, z, t2)}.
Furthermore, for all J ≥ Nk (T, 2, a, U, V ), a (T, 2, a)-
sequenced-channel system of size J supports exact reconstruc-
tion for U.

Proof: For the first direction, if J > min{N(x, z, t1) + a,
N(x, z, t2)} then either J > N(x, z, t1)+a or J > N(x, z, t2).
Since t1 < t2, a t1-channel system is also a t2-channel
system. Thus, if J > N(x, z, t2) we can apply the solution
by Levenshtain for a system where all the channels are
t2-error. Otherwise, J > N(x, z, t1) + a, and we can apply
Levenshtein’s solution for the subsystem consists of only the
first N(x, z, t1) + 1 channels.

For the second direction, we present a sequence of J
outputs, which can be an outputs sequence when transmitting
either x or z. The first (J − a) outputs will be in I (x, z, t1),
which is possible by the condition J ≤ N(x, z, t1) + a, and
the other outputs will be chosen from I (x, z, t2), which is
possible by J ≤ N(x, z, t2). Thus, for this outputs sequence,
the decoder cannot distinguish between transmitting x or z.

Theorem 38: Nu (T, 2, a, U, V ) = N + 1, where

N = min{N(x, z, t1, t2) + a, N(x, z, t2),

N(z, x, t1, t2) + a, N(x, z, t1) + 2a}.
Furthermore, for all J ≥ Nu(T, 2, a, U, V ), a (T, 2, a)-non-
sequenced-channel system of size J supports exact reconstruc-
tion for U.

Proof: The proof is similar to the one of Theorem 4. If a
(T, 2, a)-channel system consists of J ≥ N +1 channels, then,
by the definition of N , at least one of the following conditions
holds:

(1) J − a > N(x, z, t1, t2),
(2) J − a > N(z, x, t1, t2),
(3) J > N(x, z, t2), or
(4) 2(J − a) − N(x, z, t1) > J .

Without loss of generality, let x be the transmitted word.
If Condition (1) or (3) holds, then not all the outputs are
in Bt2(z). If Condition (2) holds, there are no J − a outputs
in Bt1(z). Thus, if one of the conditions (1), (2), or (3)
holds, then z will not be decoded. Regarding Condition (4),
assume that we have m outputs in I (x, z, t1), m ≤ N(x, z, t1).
In order for z to be a possible output of the decoder, we must
have at least J − a − m outputs in I (z, x, t1, t2) \ I (x, z, t1).
Furthermore, since x was transmitted at least J − a − m
outputs are in I (x, z, t1, t2) \ I (x, z, t1). Thus, we must have
that 2(J − a) − m ≤ J in contradiction to Condition (4).

For the second direction we present a set of N outputs
which any order of them can be an outputs sequence of
transmitting either x or z. The following four conditions hold
simultaneously:
(1) N − a ≤ N(x, z, t1, t2),
(2) N − a ≤ N(z, x, t1, t2),
(3) N ≤ N(x, z, t2), and
(4) 2(N − a) − N(x, z, t1) ≤ N .

Let m = N(x, z, t1). If m < N − a, then m outputs are in
I (x, z, t1), at least N − a − m in I (x, z, t1, t2)\ I (x, z, t1) (by
Conditions (1) and (4)), at least N − a − m in I (z, x, t1, t2) \
I (x, z, t1) (by Conditions (2) and (4)), and all the others in
I (x, z, t2) (by Condition (3)). Otherwise, m ≥ N −a, and then
at least N − a outputs are in I (x, z, t1) and a in I (x, z, t2)
(by Condition (3)). Thus, at least N − a of the outputs are
in Bt1(x), and all the N outputs are in Bt2(x), and the same
holds for z.
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