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#### Abstract

Batch codes, first introduced by Ishai, Kushilevitz, Ostrovsky, and Sahai, mimic a distributed storage of a set of $n$ data items on $m$ servers, in such a way that any batch of $k$ data items can be retrieved by reading at most some $t$ symbols from each server. Combinatorial batch codes, are replication-based batch codes in which each server stores a subset of the data items. In this paper, we propose a generalization of combinatorial batch codes, called multiset combinatorial batch codes (MCBC), in which $n$ data items are stored in $m$ servers, such that any multiset request of $k$ items, where any item is requested at most $r$ times, can be retrieved by reading at most $t$ items from each server. The setup of this new family of codes is motivated by recent work on codes which enable high availability and parallel reads in distributed storage systems. The main problem under this paradigm is to minimize the number of items stored in the servers, given the values of $n, m, k, r, t$, which is denoted by $N(n, k, m, t ; r)$. We first give a necessary and sufficient condition for the existence of MCBCs. Then, we present several bounds on $N(n, k, m, t ; r)$ and constructions of MCBCs. In particular, we determine the value of $N(n, k, m, 1 ; r)$ for any $n \geq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2)$, where $A(m, 4, k-2)$ is the maximum size of a binary constant weight code of length $m$, distance four and weight $k-2$. We also determine the exact value of $N(n, k, m, 1 ; r)$ when $r \in\{k, k-1\}$ or $k=m$.
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## 1 Introduction

### 1.1 Background and definitions

Batch codes were first introduced by Ishai et al. [13] as a method to represent the distributed storage of a set of $n$ data items on $m$ servers. These codes were originally motivated by several applications such as load balancing in distributed storage, private information retrieval, and cryptographic protocols. Formally, these codes are defined as follows [13].

Definition 1 1. An $(n, N, k, m, t)$ batch code over an alphabet $\Sigma$, encodes a string $x \in \Sigma^{n}$ into an $m$-tuple of strings $y_{1}, \ldots, y_{m} \in \Sigma^{*}$ (called buckets or servers) of total length $N$, such that for each $k$-tuple (called batch or request) of distinct indices $i_{1}, \ldots, i_{k} \in[n]$, the $k$ data items $x_{i_{1}}, \ldots, x_{i_{k}}$ can be decoded by reading at most $t$ symbols from each server.
2. An $(n, N, k, m, t)$ multiset batch code is an $(n, N, k, m, t)$ batch code which also satisfies the following property: for any multiset request of $k$ indices $i_{1}, \ldots, i_{k} \in[n]$ there is a partition of the buckets into $k$ subsets $S_{1}, \ldots, S_{k} \subseteq[m]$ such that each item $x_{i_{j}}, j \in[k]$, can be retrieved by reading at most $t$ symbols from each bucket in $S_{j}$.

Yet another class of codes, called combinatorial batch codes (CBC), is a special type of batch codes in which all encoded symbols are copies of the input items, i.e., these codes are replication-based. Several works have considered codes under this setup; see e.g. [2,3,5$10,17,19,20]$. However, note that combinatorial batch codes are not multiset batch codes and don't allow to request an item more than once.

Motivated by the works on codes which enable parallel reads for different users in distributed storage systems, for example, codes with locality and availability [18,21], we introduce a generalization of CBCs, named multiset combinatorial batch codes.

Definition 2 An ( $n, N, k, m, t ; r$ ) multiset combinatorial batch code (MCBC) is a collection of subsets of $[n], \mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ (called servers) where $N=\sum_{j=1}^{m}\left|C_{j}\right|$, such that for each multiset request $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$, in which every element in $[n]$ has multiplicity at most $r$, there exist subsets $D_{1}, \ldots, D_{m}$, where for all $j \in[m], D_{j} \subseteq C_{j}$ with $\left|D_{j}\right| \leq t$, and the multiset union ${ }^{1}$ of $D_{j}$ for $j \in[m]$ contains the multiset request $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$.

In other words, an ( $n, N, k, m, t ; r$ )-MCBC is a coding scheme which encodes $n$ items into $m$ servers, with total storage of $N$ items, such that any multiset request of items of size at most $k$, where any item can be repeated at most $r$ times, can be retrieved by reading at most $t$ items from each server. In particular, when $r=1$ we obtain a combinatorial batch code, and when $r=k$ and $t=1$ we obtain a multiset batch code based on replication. Note that the constraint $\mathrm{t}=1$ guarantees that the servers retrieving different items in a multiset request are distinct.

Example 1 Let us consider the following ( $n=5, N=15, k=5, m=5, t=1 ; r=2$ ) MCBC,

[^1]| 1 | 1 | 2 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 4 | 3 | 4 | 4 |
| 5 | 5 | 5 | 5 | 5 |

where the $i$-th column contains the indices of items stored in the server $C_{i} \in \mathcal{C}, i \in[5]$. It is possible to verify that the code $\mathcal{C}$ satisfies the requirements of a $(5,15,5,5,1 ; 2)$-MCBC. For example, the multiset request $\{3,3,4,4,5\}$ can be read by taking the subsets $D_{1}=\{3\}$, $D_{2}=\{4\}, D_{3}=\{3\}, D_{4}=\{4\}, D_{5}=\{5\}$.

Similarly to the original problem of combinatorial batch codes, the goal in this paper is to minimize the total storage $N$ given the parameters $n, m, k, t$ and $r$ of an MCBC. Let $N(n, k, m, t ; r)$ be the smallest $N$ such that an $(n, N, k, m, t ; r)$-MCBC exists. An MCBC is called optimal if $N$ is minimal given $n, m, k, t, r$. In this paper, we focus on the case $t=1$, and thus omit $t$ from the notation and write it as an $(n, N, k, m ; r)$-MCBC and its minimum storage by $N(n, k, m ; r)$. In case $r=1$, i.e. an MCBC is a CBC, we further omit $r$ and write it as an $(n, N, k, m)$-CBC and its minimum storage as $N(n, k, m)$.

In [17], the authors studied another class of CBCs, called uniform combinatorial batch codes (uniform $C B C s$ ), in which each item is stored in the same number of servers. Several constructions of optimal uniform CBCs were given in [2,3,17,20]. In this paper we consider a slightly different class of MCBCs, in which each server stores the same number of items, and call these codes regular multiset combinatorial batch codes (regular MCBCs).

A regular $(n, N, k, m ; r)$-MCBC is an MCBC in which each server stores the same number $\mu$ of items, where $\mu=N / m$. Given $n, m, k, r$, let $\mu(n, k, m ; r)$ denote the smallest number of items stored in each server, then the optimal value of $N$ is determined by $\mu(n, k, m ; r)$, that is, $N=m \mu(n, k, m ; r)$. Note that the $(5,15,5,5 ; 2)$-MCBC in Example 1 is regular. Removing " 5 " from the last server, we get an irregular ( $5,14,4,5 ; 2$ )-MCBC, because the request $\{1,1,2,2,5\}$ can not be retrieved.

### 1.2 Previous results on CBCs

For CBCs, a significant amount of work has been done to study the value $N(n, k, m)$, and the exact value has been determined for a large range of parameters. We list some of the known results below (for more details see [3,5,7,8,17,20]).

Theorem 1 For CBCs,
(i) $N(n, k, k)=k n-k(k-1)$.
(ii) If $n \geq(k-1)\binom{m}{k-1}$, then $N(n, k, m)=k n-(k-1)\binom{m}{k-1}$.
(iii) If $\binom{m}{k-2} \leq n \leq(k-1)\binom{m}{k-1}$, then $N(n, k, m)=(k-1) n-\left\lfloor\frac{(k-1)\binom{m}{k-1}-n}{m-k+1}\right\rfloor$.
(iv) If $\binom{m}{k-2}-(m-k+1) A(m, 4, k-3) \leq n \leq\binom{ m}{k-2}$, then $N(n, k, m)=(k-2) n-$ $\left\lfloor\frac{2\left(\left(k_{k-2}^{m}\right)-n\right)}{m-k+1}\right\rfloor$ for $0 \leq\left(\binom{m}{k-2}-n\right) \bmod (m-k+1)<\frac{m-k+1}{2}$.
(v) $N(m+1, k, m)=m+k$.
(vi) Let $k$ and $m$ be integers with $2 \leq k \leq m$, then

$$
N(m+2, k, m)= \begin{cases}m+k-2+\lceil 2 \sqrt{k+1}\rceil & \text { if } m+1-k \geq\lceil\sqrt{k+1}\rceil, \\ 2 m-2+\left\lceil 1+\frac{k+1}{m+1-k}\right\rceil & \text { if } m+1-k<\lceil\sqrt{k+1}\rceil .\end{cases}
$$

(vii) For all integers $n \geq m \geq 3, N(n, 3, m)= \begin{cases}2 n-m+\left\lfloor\frac{n-3}{m-2}\right\rfloor & \text { if } n \leq m^{2}-m, \\ 3 n-m^{2}+m & \text { if } n \geq m^{2}-m .\end{cases}$
(viii) For all integers $n \geq m \geq 4$,

$$
N(n, 4, m)= \begin{cases}n & \text { if } n=m, \\ 2 n-m+\left\lceil\frac{1+\sqrt{8 n-8 m+1}}{2}\right\rceil & \text { if } m<n \leq \frac{m^{2}+6 m}{8} \text { and } m \text { is even } \\ 2 n-m+\left\lceil\frac{5+\sqrt{8 n-16 m+25}}{2}\right\rceil & \text { or if } m<n \leq \frac{m^{2}+4 m+3}{8} \text { and } m \text { is odd, } \\ \text { if } \frac{m^{2}+6 m+8}{8} \leq n<\binom{m}{2} \text { and } m \text { is even } \\ & \text { or if } \frac{m^{2}+4 m+11}{8}<n<\binom{m}{2} \text { and } m \text { is odd, } \\ 2 n-\frac{m-1}{2} & \text { ifn }=\frac{m^{2}+4 m+11}{8} \text { and } m \text { is odd, } \\ 3 n-\left\lfloor\frac{m^{2}}{2}-\frac{n-m}{m-3}\right\rfloor & \text { if }\binom{m}{2} \leq n<3\binom{m}{3}, \\ 4 n-3\binom{m}{3} & \text { if } 3\binom{m}{3} \leq n .\end{cases}
$$

(ix) For any prime power $q \geq 3, N\left(q^{2}+q-1, q^{2}-q-1, q^{2}-q\right)=q^{3}-q$.

### 1.3 Our contributions

From the definition of MCBCs, one can observe that $r \leq k \leq t m$ and $n \leq N$. If $m \geq n r$, the trivial construction where each server stores a single item is optimal. Since we only consider the case $t=1$, we always assume $r \leq k \leq m<n r$ throughout the paper.

In this paper, we study the properties of MCBCs, and give a necessary and sufficient condition for the existence of MCBCs. Using this condition, we are able to obtain the following bounds on the value of $N(n, k, m ; r)$.

Theorem 2 For MCBCs,
(i) $N(n, k, m ; r) \geq r n$.
(ii) $N(n, k, m ; r) \geq N(n, k, m ; i)$ for $i \in[r-1]$.
(iii) $\frac{1}{r} N(r n, k, m) \leq N(n, k, m ; r) \leq N(r n, k, m)$.
(iv) $N(n, k, m ; r) \leq r N\left(n,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$.
(v) Letr $\leq k-1$. For any $c \in[r, k-1], N(n, k, m ; r) \geq n c-\left\lfloor\frac{k-c}{m-k+1}\left[\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{m-1}}{\left(\begin{array}{c}m-1-c\end{array}\right)}-n\right]\right.$.

We also provide several constructions of $(n, N, k, m ; r)$-MCBC and determine the exact value of $N(n, k, m ; r)$ for some specific parameters.
Theorem 3 For MCBCs,
(i) If $n \geq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$, then $N(n, k, m ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.
(ii) $N(n, k, m ; k)=k n, N(n, k, m ; k-1)= \begin{cases}k n-\binom{m}{k-1} & \text { if } n \geq\binom{ m}{k-1}, \\ (k-1) n & \text { if } n<\binom{m}{k-1} .\end{cases}$
(iii) If $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2) \leq n \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ and $r \leq k-2$, then $N(n, k, m ; r)=(k-1) n-\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-n}{m-k+1}\right\rfloor$.
(iv) $N(n, k, k ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$ if $r \mid k, n \geq \frac{k}{r}$ or $r \nmid k, n \geq\left\lfloor\frac{k}{r}\right\rfloor+r$.
(v) For any prime power $q, N\left(q^{2}+q, k, q^{2} ; r\right) \leq q^{3}+q^{2}$, where $(k, r)$ satisfies $\left\lfloor\frac{q}{2}\right\rfloor+1 \leq$ $r \leq q, k \leq(q-r+1)(2 r-1)$ or $r=1, k \leq q^{2}$. Especially, when $(k, r) \in$ $\left\{\left(q^{2}, 1\right),(2 q-1, q)\right\}, N\left(q^{2}+q, k, q^{2} ; r\right)=q^{3}+q^{\overline{2}}$.

By Theorem 3, we can see: when $r \geq k-1$ for all $n$, or when $r \leq k-2$ and $n \geq$ $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2)$, the exact value of $N(n, k, m ; r)$ is determined.

For a regular $(n, N, k, m ; k)$-MCBC, every item has to be stored in at least $k$ different servers and so $\mu(n, k, m ; k) \geq k n / m$. Our contribution in this part is finding a necessary and sufficient condition for equality in the last inequality. This result is summarized in the following theorem.

Theorem 4 For regular MCBCs, $\mu(n, k, m ; k)=\frac{k n}{m}$ if and only if $n=c \cdot \frac{m}{\operatorname{gcd}(m, k)}$ for some integer $c \geq 0$.

The rest of the paper is organized as follows. In Sect. 2, we give a necessary and sufficient condition for the existence of MCBCs. In Sects. 3 and 4, we give several bounds and constructions for MCBCs, and establish the results of $N(n, k, m ; r)$ in Theorems 2 and 3. In Sect. 5, we analyze regular MCBCs, and determine the value of $\mu(n, k, m ; k)$ in Theorem 4.

## 2 Set systems and the multiset Hall's condition

A set system is a pair $(V, \mathcal{C})$, where $V$ is a finite set of points and $\mathcal{C}$ is a collection of subsets of $V$ (called blocks). Given a set system $(V, \mathcal{C})$ with a point set $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and a blocks set $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$, its incidence matrix is an $m \times n$ matrix $M$, given by

$$
M_{i, j}= \begin{cases}1 & \text { if } v_{j} \in C_{i}, \\ 0 & \text { if } v_{j} \notin C_{i}\end{cases}
$$

If $M$ is the incidence matrix of the set system $(V, \mathcal{C})$, then the set system having incidence matrix $M^{\top}$ is called the dual set system of $(V, \mathcal{C})$.

Let $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be an ( $n, N, k, m ; r$ )-MCBC. Similarly to the study of CBCs, by setting $V=[n]$, we consider the set system $(V, \mathcal{C})$ of the MCBC. In addition, we denote the set system $(X, \mathcal{B})$ which is given by $X=[m]$ and $\mathcal{B}=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$ where for each $i \in[n], B_{i} \subseteq X$ consists of the servers that store the $i$-th item. Then, it is readily verified that $(X, \mathcal{B})$ is the dual set system of $(V, \mathcal{C})$. We note that a set system $(V, \mathcal{C})$ of this form or its dual set system $(X, \mathcal{B})$ uniquely determines an MCBC and thus in the rest of the paper we will usually refer to an MCBC by its set system or its dual set system.

Example 2 The following is a (20, 80, 16, 16)-CBC given in [20] based on an affine plane of order 4. Here, $V=[20]$, each column contains the indices of items stored in a server $C_{i} \in \mathcal{C}$ and also forms a block of the set system $(V, \mathcal{C})$.

| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 6 | 7 | 8 | 6 | 5 | 8 | 7 | 7 | 8 | 5 | 6 | 8 | 7 | 6 | 5 |
| 9 | 10 | 11 | 12 | 12 | 11 | 10 | 9 | 10 | 9 | 12 | 11 | 11 | 12 | 9 | 10 |
| 13 | 14 | 15 | 16 | 15 | 16 | 13 | 14 | 16 | 15 | 14 | 13 | 14 | 13 | 16 | 15 |
| 17 | 17 | 17 | 17 | 18 | 18 | 18 | 18 | 19 | 19 | 19 | 19 | 20 | 20 | 20 | 20 |

Here, the dual set system of $(V, \mathcal{C})$ is $(X, \mathcal{B})$ in which $X=[16]$ and $\mathcal{B}=\{\{1,5,9,13\}$, $\{2,6,10,14\},\{3,7,11,15\},\{4,8,12,16\},\{1,6,11,16\},\{2,5,12,15\},\{3,8,9,14\},\{4,7$, $10,13\},\{1,8,10,15\},\{2,7,9,16\},\{3,6,12,13\},\{4,5,11,14\},\{1,7,12,14\},\{2,8,11,13\}$, $\{3,5,10,16\},\{4,6,9,15\},\{1,2,3,4\},\{5,6,7,8\},\{9,10,11,12\},\{13,14,15,16\}\}$.

In the rest of this section we let $(V, \mathcal{C})$ with $V=[n]$ and $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be a set system, and $(X, \mathcal{B})$ with $X=[m]$ and $\mathcal{B}=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$ be its dual set system. The following theorem states a necessary and sufficient condition on the dual set system to form a construction of CBCs.

Theorem 5 [17] The set system $(V, \mathcal{C})$ is an $(n, N, k, m)-C B C$ if and only if its dual set system $(X, \mathcal{B})$ satisfies the following Hall's condition: for all $h \in[k]$, and any $h$ distinct blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B},\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq h$.

The Hall's condition was generalized in several ways, see e.g. [1, 15, 16]. For example, in [9], the authors explored the value of $N(n, k, m, t)$ for $t>1$ with a generalization of the Hall's condition, that is, the set system $(V, \mathcal{C})$ is an $(n, N, k, m, t)$-CBC if and only if its dual set system satisfies the ( $k, t$ )-Hall's condition: for all $h \in[k]$, and any $h$ distinct blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B},\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq h / t$. In this paper, we present another generalization of the Hall's condition, named the multiset Hall's condition, and provide a necessary and sufficient condition for the construction of MCBCs.

Given a set system $(V, \mathcal{C})$, we construct a new set system $(U, \mathcal{F})$ with $U=[r n]$ and $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ where for $i \in[m], F_{i}=\left\{c+j n: c \in C_{i}, j \in[0, r-1]\right\}$. Let $U^{(\ell)}=\{\ell+j n: j \in[0, r-1]\}$ for $\ell \in[n]$. We first show the following claim.

Claim $1(V, \mathcal{C})$ is an $(n, N, k, m ; r)-M C B C$ if and only if $(U, \mathcal{F})$ is an $(r n, r N, k, m)-C B C$.
Proof Suppose that $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC. For any request $P=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subseteq$ $[r n]$ of $(U, \mathcal{F})$, let $r_{\ell}$, for $\ell \in[n]$, be the number of elements requested from the set $U^{(\ell)}$, and note that $0 \leq r_{\ell} \leq r$ and $\sum_{\ell=1}^{n} r_{\ell}=k$. Consider the multiset request $Q$ of $(V, \mathcal{C})$ where each $\ell \in[n]$ appears $r_{\ell}$ times. Since $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC, $Q$ can be read by choosing subsets $D_{j} \subseteq C_{j},\left|D_{j}\right| \leq 1$ for $j \in[m]$. Then $P$ can also be read from the set of servers $\left\{F_{j}: j \in[m],\left|D_{j}\right|=1\right\}$. Therefore, $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC. ${ }^{2}$

The reverse is similar. Suppose that $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC. For any multiset request $Q$ of $(V, \mathcal{C})$ where each $\ell \in[n]$ appears $r_{\ell}$ times, consider the request $P$ of $(U, \mathcal{F})$ which contain any $r_{\ell}$ distinct elements in $U^{(\ell)}$. Since $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC, $P$ can be read by taking $D_{j} \subseteq F_{j},\left|D_{j}\right| \leq 1$ for $j \in[m]$. Then $Q$ can be read from the servers $\left\{C_{j}: j \in[m],\left|D_{j}\right|=1\right\}$. Therefore, $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC.

Now, we are in a position to give the multiset Hall's condition for MCBCs.
Theorem 6 The set system $(V, \mathcal{C})$ is an $(n, N, k, m ; r)-M C B C$ if and only if its dual set system $(X, \mathcal{B})$ satisfies the following multiset Hall's condition: for all $h \in\left[\left\lceil\frac{k}{r}\right\rceil\right]$, and any $h$ distinct blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B},\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq \min \{h r, k\}$.
Proof $(\Rightarrow)$ Assume that $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC, and let $i_{1}, i_{2}, \ldots, i_{h} \in V$ for some $h \in\left[\left\lceil\frac{k}{r}\right\rceil\right]$ be the indices of some $h$ different items. Then, the set $\cup_{j \in[h]} B_{i_{j}}$ corresponds to the indices of all the servers that contain these items.

If $h \leq\left\lfloor\frac{k}{r}\right\rfloor$, let us consider the multiset request $\left\{i_{1}, \ldots, i_{1}, i_{2}, \ldots, i_{2}, \ldots, i_{h}, \ldots, i_{h}\right\}$ where each of the $h$ elements is requested $r$ times. Since it is possible to read from each server at most one item, the number of servers that contain these $h$ items has to be at least $h r$, that is $\left|\cup_{j \in[h]} B_{i_{j}}\right| \geq h r$. Similarly, if $h=\left\lceil\frac{k}{r}\right\rceil$, then we need $k$ servers for the multiset request of size $k$ on $i_{1}, i_{2}, \ldots, i_{h}$ where each $i_{j}$, for $j \in[h]$, is requested at most $r$ times, and so $\left|\cup_{j \in[h]} B_{i_{j}}\right| \geq k$. Together we conclude that $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq \min \{h r, k\}$.

[^2]$(\Leftarrow)$ Suppose $(U, \mathcal{F})$ is defined as above. Let $\left(X=[m], \mathcal{G}=\left\{G_{1}, \ldots, G_{n r}\right\}\right)$, be the dual set system of $(U, \mathcal{F})$, so $G_{i}$, for $i \in[r n]$, is the set of servers that contain the $i$-th item in $(U, \mathcal{F})$, and the block $G_{i}$ for all $i \in U^{(\ell)}$ are the same as $B_{\ell}$ for $\ell \in[n]$. We show that $(X, \mathcal{G})$ satisfies the Hall's condition. For any $i_{1}, i_{2}, \ldots, i_{h} \in[r n], h \in[k]$, let $r_{\ell}$ denote the number of elements in $U^{(\ell)}$ for $\ell \in[n]$. Then $\left|\cup_{j=1}^{h} G_{i_{j}}\right|=\left|\cup_{\ell: r_{\ell} \neq 0} B_{\ell}\right|$.

Let $a=\left|\left\{\ell: r_{\ell} \neq 0\right\}\right|$. By the multiset Hall's condition, when $a \leq\left\lceil\frac{k}{r}\right\rceil,\left|\cup_{\ell: r_{\ell} \neq 0} B_{\ell}\right| \geq$ $\min \{a r, k\}$; when $\left\lceil\frac{k}{r}\right\rceil<a \leq k$,

$$
\left|\bigcup_{\ell: r_{\ell} \neq 0} B_{\ell}\right| \geq \min \left\{r\left\lceil\frac{k}{r}\right\rceil, k\right\} \geq k=\min \{a r, k\}
$$

Note that the first inequality is due to the fact that the union of $a$ sets is at least size of the union of $\lceil k / r\rceil$, since $a>\lceil k / r\rceil$.

Since $h=\sum_{\ell: r_{\ell} \neq 0} r_{\ell} \leq a r$ and $h \leq k$, we always have $\left|\cup_{j=1}^{h} G_{i_{j}}\right| \geq h$ for any $h \in[k]$, that is $(X, \mathcal{G})$ satisfies the Hall's condition. Hence, $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC by Theorem 5, and by Claim $1(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC.

Theorem 5 is a special case of Theorem 6 for $r=1$. In the following, when constructing an MCBC, we always construct its dual set system ( $X, \mathcal{B}$ ), and check if it satisfies the multiset Hall's condition from Theorem 6 . By adding an asterisk, we let $(X, \mathcal{B})^{*}$ denote its dual set system $(V, \mathcal{C})$. The following properties are obvious.

Remark 1 (i) If there exists some $h_{0}<\left\lceil\frac{k}{r}\right\rceil$ such that for any $h_{0}$ blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h_{0}}}$, $\left|\cup_{j=1}^{h_{0}} B_{i_{j}}\right| \geq k$, then for any $h$ such that $h_{0}<h \leq\left\lceil\frac{k}{r}\right\rceil$, the multiset Hall's condition is also satisfied.
(ii) $\mathrm{An}(n, N, k, m ; r)$-MCBC is also an $\left(n, N, k^{\prime}, m ; r\right)$-MCBC for any $k^{\prime} \leq k$.

Example 3 By checking the multiset Hall's condition, it is possible to verify that Example 2 gives a construction of $(20,80, k, 16 ; r)$-MCBC for any pair $(k, r) \in$ $\{(16,1),(11,2),(10,3),(7,4)\}$. Especially, as will be shown in Construction 13 in the sequel, the code is optimal when $(k, r) \in\{(16,1),(7,4)\}$.

In the following sections, we will give several bounds and constructions of MCBCs.

## 3 Bounds of MCBCs

In this section, we give several bounds of MCBCs, which provide the results stated in Theorem 2. Note that we always assume $r \leq k \leq m<n r$ throughout the paper.

Lemma 1 (i) $N(n, k, m ; r) \geq r n$.
(ii) $N(n, k, m ; r) \geq N(n, k, m ; i)$ for $i \in[r-1]$.
(iii) $N(n, k, m ; k)=k n$.

Proof (i) This inequality holds since each item has to be stored in at least $r$ servers. (ii) This inequality holds from the definition of MCBCs. (iii) By (i), $N(n, k, m ; k) \geq k n$. The trivial construction where each item is stored in arbitrary $k$ servers gives an optimal code construction.

Lemma 2 (i) $\frac{1}{r} N(n r, k, m) \leq N(n, k, m ; r) \leq N(r n, k, m)$.
(ii) $N(n, k, m ; r) \leq r N\left(n,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$.

Proof (i) From the proof of Claim 1 in Theorem 6, we can see that if there exists an $(n, N, k, m ; r)-\mathrm{MCBC}$, then there exists an $(r n, r N, k, m)-\mathrm{CBC}$, and therefore $N(n r, k, m) \leq r N(n, k, m ; r)$.
Assume that there exists an $(r n, N, k, m)$-CBC given by the set system $(U=[r n], \mathcal{F}=$ $\left.\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}\right)$. We construct a new set system $\left(V=[n], \mathcal{C}=\left\{C_{1}, \ldots, C_{m}\right\}\right)$ as follows. The $i$-th server contains the items given by the set $C_{i}=\{(\ell-1)(\bmod n)+1$ : $\left.\ell \in F_{i}\right\}$. That is, each item in the set $U^{(\ell)}=\{\ell+j n: j \in[0, r-1]\}$ in each server is replaced with $\ell$ for $\ell \in[n]$ (without repetitions). The new set system $(V, \mathcal{C})$ defines an $\left(n, N^{\prime}, k^{\prime}, m ; r^{\prime}\right)$-MCBC with storage $N^{\prime} \leq N$. To complete this proof we will show that $k^{\prime}=k$ and $r^{\prime}=r$.
Let $Q$ be a multiset request for $(V, \mathcal{C})$ where the $\ell$-th element, $\ell \in[n]$, is requested $r_{\ell}$ times, so $0 \leq r_{\ell} \leq r$ and $\sum_{\ell=1}^{n} r_{\ell}=k$. Consider the request $P$ of $(U, \mathcal{F})$ which contains any $r_{\ell}$ distinct elements from $U^{(\ell)}$. Since $(U, \mathcal{F})$ is an $(r n, N, k, m)$-CBC, $P$ can be read by taking subsets $D_{j} \subseteq F_{j},\left|D_{j}\right| \leq 1$ for $j \in[m]$. Then $Q$ can be read from the servers $\left\{C_{j}: j \in[m],\left|D_{j}\right|=1\right\}$. Hence, $(V, \mathcal{C})$ is an $\left(n, N^{\prime}, k, m ; r\right)-\mathrm{MCBC}$ with $N^{\prime} \leq N$, and $N(n, k, m ; r) \leq N(r n, k, m)$.
(ii) Assume that there exists an $\left(n, N,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$-CBC given by the set system $(V=$ $\left.[n], \mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{\left\lfloor\frac{m}{r}\right\rfloor}\right\}\right)$. We construct a new code by the following set system $\left(V=[n], \mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}\right)$, such that $C_{i+j\left\lfloor\frac{m}{r}\right\rfloor}=F_{i}$ for any $i \in\left[\left\lfloor\frac{m}{r}\right\rfloor\right]$ and $j \in[0, r-1]$, and $C_{\ell}=\emptyset$ for any $r\left\lfloor\frac{m}{r}\right\rfloor+1 \leq \ell \leq m$. That is, each $F_{i}$ for $i \in\left[\left\lfloor\frac{m}{r}\right\rfloor\right]$ is repeated $r$ times.
Assume that the dual set system of $(V, \mathcal{F})$ is $\left(Y=\left[\left\lfloor\frac{m}{r}\right\rfloor\right], \mathcal{G}=\left\{G_{1}, \ldots, G_{n}\right\}\right)$, and the dual set system of $(V, \mathcal{C})$ is $\left(X=[m], \mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}\right)$. Then $\left|B_{i}\right|=r\left|G_{i}\right|$ for $i \in[n]$. Since $(V, \mathcal{F})$ is an $\left(n, N,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$-CBC, for any $1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil$, and distinct $i_{1}, \ldots, i_{h} \in[n],\left|\cup_{j=1}^{h} G_{i_{j}}\right| \geq h$ by Theorem 5 . Then for any $1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil$, $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq h r \geq \min \{h r, k\}$. Therefore, by Theorem $6,(V, \mathcal{C})$ is an $(n, r N, k, m ; r)$ MCBC , and $N(n, k, m ; r) \leq r N\left(n,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$.

Let $(V, \mathcal{C})$ be a set system of an $(n, N, k, m ; r)-\mathrm{MCBC}$ and let $(X, \mathcal{B})$ be its dual set system. For $i \geq 0$, we denote by $A_{i}$ the number of subsets in $\mathcal{B}$ of size $i$. Note that for $i<r$, $A_{i}=0$ since every item is contained in at least $r$ different servers. As pointed in [17], $A_{i}=0$ for $i \geq k+1$ since for any block of size larger than $k$, we can reduce the block to $k$ points and the multiset Hall's condition is still satisfied. The following bound is a generalization of the results in $[3,7,17]$.

Lemma $3 \operatorname{If}(X, \mathcal{B})^{*}$ is an $(n, N, k, m ; r)-M C B C$ with $r \leq k-1$, and $A_{i}$ for $i \in[k-1]$ is defined as above, then

$$
\sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
$$

Proof Let $M_{k-1}$ be the $\binom{m}{k-1} \times n$ matrix, whose rows are labeled by all the $(k-1)$-subsets of $X$, and the columns are labeled by the blocks in $\mathcal{B}$ that contain less than $k$ points. The ( $i, j$ )-th entry of $M_{k-1}$ is 1 if the $j$-th block $B_{j}$ is contained in the $i$-th $(k-1)$-subset of $X$, and otherwise it is 0 .

Each row in $M_{k-1}$ has at most $\left\lfloor\frac{k-1}{r}\right\rfloor$ ones. In order to verify this property, assume in the contrary that there exist $\left\lfloor\frac{k-1}{r}\right\rfloor+1$ blocks, and without loss of generality let them be the
blocks $B_{1}, B_{2}, \ldots, B_{\left\lfloor\frac{k-1}{r}\right\rfloor+1}$, which are all subsets of the same $(k-1)$-subset. Therefore, $\left|\cup_{i=1}^{\left\lfloor\frac{k-1}{r}\right\rfloor+1} B_{i}\right| \leq k-1$, and the multiset Hall's condition is not satisfied, since $\left\lfloor\frac{k-1}{r}\right\rfloor+1=$ $\lceil k / r\rceil$ and $\min \left\{\left(\left\lfloor\frac{k-1}{r}\right\rfloor+1\right) r, k\right\}=k$. Every column which corresponds to a block of size $i<k$ has exactly $\binom{m-i}{k-1-i}$ ones, since the number of $(k-1)$-subsets of $X$ containing a fixed $i$-subset is exactly $\binom{m-i}{k-1-i}$. Therefore, by counting the number of ones in $M_{k-1}$ by rows and columns separately, we get that $\sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.

According to Lemma 3, we derive the next theorem.
Theorem 7 Let $r \leq k-1$. For any $c \in[r, k-1]$,

$$
N(n, k, m ; r) \geq n c-\left\lfloor\frac{k-c}{m-k+1}\left[\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}}{\binom{m-c}{k-1-c}}-n\right\rfloor\right\rfloor .
$$

Proof The proof is similar to the one given in Lemma 3.2 [3], and hence we omit it here.

## 4 Constructions of MCBCs

In this section we present several constructions of MCBCs. Constructions 1 and 3 are generalizations of the equivalent ones in $[3,7,17]$ which determine the value of $N(n, k, m)$ in Theorem 1(ii) and (iii). Construction 4 is a generalization of that in [17] which determines the value of $N(n, k, k)$ in Theorem 1(i).

### 4.1 A construction by replication

Our first construction uses simple replication which is a generalization of the one in [3,7,17].
Construction 1 Let $n, k, m$, $r$ be positive integers such that $n \geq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ with $r<k$. We construct an ( $n, N, k, m ; r$ )-MCBC with $N=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$, by explicitly constructing its dual set system $\left(X=[m], \mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}\right)$ as follows:

1. The first $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ blocks of $\mathcal{B}$ consist of $\left\lfloor\frac{k-1}{r}\right\rfloor$ copies of all different $(k-1)$-subsets of $[m]$.
2. Each remaining block of $\mathcal{B}$ is taken to be any $k$-subset of $[m]$.

Thus, the value of $N$ is given by
$N=\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}(k-1)+\left(n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}\right) k=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.
The correctness of this construction is proved in the next theorem.
Theorem 8 The code $(X, \mathcal{B})^{*}$ from Construction 1 is an ( $n, N, k, m ; r$ )-MCBC with $n \geq$ $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}, r<k$ and $N=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.

Proof We only need to check that $(X, \mathcal{B})$ satisfies the multiset Hall's condition. For $1 \leq h \leq$ $\left\lceil\frac{k}{r}\right\rceil$, let $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B}$ be some $h$ different blocks. If there exists a block of size $k$ or there exist two distinct blocks of size $k-1$, then $\left|\sum_{j=1}^{h} B_{i_{j}}\right| \geq k$; otherwise, we have $h \leq\left\lfloor\frac{k-1}{r}\right\rfloor$ by construction, and $\left|\sum_{j=1}^{h} B_{i j}\right| \geq k-1 \geq \min \{h r, k\}$.

Before we show that this construction is optimal, let us recall a useful lemma from [3,7].
Lemma $4[3,7]$ Let $1 \leq k \leq m$ and $0 \leq i \leq k-1$. Then $\binom{m-i}{k-1-i}-1 \geq(m-k+1)(k-1-i)$.
We can now deduce that Construction 1 is optimal.
Corollary 1 For any $n \geq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ with $r<k, N(n, k, m ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.
Proof For any ( $n, N, k, m ; r$ )-MCBC, let $A_{i}$ for $i \in[k]$ be the number of blocks in the dual set system of size $i$. By Lemma 4 , for $i \leq k-1,\binom{m-i}{k-1-i} \geq(m-k+1)(k-1-i)+1 \geq k-i$, then

$$
\sum_{i=r}^{k-1}(k-i) A_{i} \leq \sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
$$

and the last inequality holds according to Lemma 3. Therefore, we get that

$$
\begin{aligned}
N & =\sum_{i=r}^{k} i A_{i}=\sum_{i=r}^{k}(k-(k-i)) A_{i}=\sum_{i=r}^{k} k A_{i}-\sum_{i=r}^{k}(k-i) A_{i} \\
& =k n-\sum_{i=r}^{k-1}(k-i) A_{i} \geq k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1} .
\end{aligned}
$$

Hence, we conclude that $N(n, k, m ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ when $n \geq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$, since the codes from Construction 1 achieve this bound.

As a special case when $r=k-1$ we get the following corollary.
Corollary $2 N(n, k, m ; k-1)= \begin{cases}k n-\binom{m}{k-1} & \text { if } n \geq\binom{ m}{k-1}, \\ (k-1) n & \text { if } n<\binom{m}{k-1} .\end{cases}$
Proof For $n \geq\binom{ m}{k-1}$, according to Corollary 1 for $r=k-1$, we get that $N(n, k, m ; k-$ 1) $=k n-\binom{m}{k-1}$. For $n<\binom{m}{k-1}$, we slightly modify the code from Construction 1 such that the $n$ blocks in $\mathcal{B}$ are some different $(k-1)$-subsets of $[m]$. It is readily verifies that the multiset Hall's condition holds for this modified construction and thus it provides an ( $n, N=n(k-1), k, m ; k-1)$-MCBC. Finally, according to Lemma 1(i), this construction is optimal.

### 4.2 Constructions based on constant weight codes

Next, we give constructions based upon constant weight codes. Let ( $m, d, w$ )-code denote a binary constant weight code of length $m$, weight $w$ and minimum Hamming distance $d$, and let $A(m, d, w)$ denote the maximum number of codewords of an ( $m, d, w$ )-code.

Construction 2 Let $X=[m]$ and $\mathcal{C}$ be an $(m, 2(k-w)$, w)-code with $n$ codewords for some $w \in[r, k-1]$. Let $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ be the support sets of all the codewords in $\mathcal{C}$.

Theorem 9 The code $(X, \mathcal{B})^{*}$ from Construction 2 is an ( $\left.n, w n, k, m ; r\right)$-MCBC.
Proof We only need to check that $(X, \mathcal{B})$ satisfies the multiset Hall's condition. It is satisfied as the size of each block in $\mathcal{B}$ is $w \geq r$ and since the minimum distance of $\mathcal{C}$ is $2(k-w)$, we get that the union of any two blocks in $\mathcal{B}$ is at least $k$.

If we take $w=r$, we get the following family of optimal codes.
Corollary 3 For any $n \leq A(m, 2(k-r), r), N(n, k, m ; r)=r n$.
Proof By Construction 2, if there exists an $(m, 2(k-r), r)$-code with $A(m, 2(k-r), r)$ codewords, we get an ( $n, r n, k, m ; r)$-MCBC for any $n \leq A(m, 2(k-r), r)$, and it is optimal by Lemma 1(i).

Constant weight codes are used in [3] to prove Theorem 1(iv). Now, we give a similar construction for MCBCs.

Construction 3 Let $X=[m], r \leq k-2$. Let $\mathcal{C}$ be an ( $m, 4, k-2$ )-code with $\alpha$ codewords with $\alpha \leq A(m, 4, k-2)$. First, let $\mathcal{B}_{0}$ be a set of $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ blocks, in which each $(k-1)$ subset of $[m]$ appears $\left\lfloor\frac{k-1}{r}\right\rfloor$ times. Let $\mathcal{S}$ consist of the support sets of the codewords in $\mathcal{C}$. Then, for any block in $\mathcal{S}$, add it to $\mathcal{B}_{0}$, and remove one copy of each of its $m-k+2$ supersets $^{3}$ of size $k-1$ in $\mathcal{B}_{0}$. Let the resulting block set be $\mathcal{B}$.

Theorem 10 The code $(X, \mathcal{B})^{*}$ from Construction 3 is an ( $n, N, k, m ; r$ )-MCBC with

$$
n=\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-\alpha(m-k+1) \text { and } N=n(k-1)-\alpha,
$$

where $\alpha \leq A(m, 4, k-2)$.
Proof Since the code has minimum distance four, for any two blocks in $\mathcal{S}$, their supersets of size $k-1$ are different. Therefore, each $(k-1)$-subset of $[m]$ is removed at most once. During the process, we add $\alpha$ blocks and remove $\alpha(m-k+2)$ blocks. Hence, we get that $n=\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-\alpha(m-k+1)$. Finally, since only $\alpha$ of all $n$ blocks are of size $k-2$, we get that $N=n(k-1)-\alpha$.

Next we show that the multiset Hall's condition holds. For $1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil$, let $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B}$ be some $h$ different blocks. In case $h=1$, the size of each block in $\mathcal{B}$ is at least $k-2 \geq r$ so the condition holds and thus we assume that $h \geq 2$. If there exist two blocks $B_{i_{a}}, B_{i_{b}} \in \mathcal{B} \backslash \mathcal{S}$ which are different ( $k-1$ )-subsets, then $\left|B_{i_{a}} \cup B_{i_{b}}\right| \geq k$; if there exists two blocks $B_{i_{a}}, B_{i_{b}} \in \mathcal{S}$, then $\left|B_{i_{a}} \cup B_{i_{b}}\right| \geq k$ because of the minimum Hamming distance of the code $\mathcal{C}$ is four.

Therefore, we only need to check the case when there is one block from $\mathcal{S}$, and the other $h-1$ blocks are the same ( $k-1$ )-subset from $\mathcal{B} \backslash \mathcal{S}$. For example, $B_{i_{1}} \in \mathcal{S}$, and $B_{i_{2}}, \ldots, B_{i_{h}} \in$ $\mathcal{B} \backslash \mathcal{S}$ are the same $(k-1)$-subset. If $B_{i_{1}}$ is not a subset of $B_{i_{2}}$, then $\left|B_{i_{1}} \cup B_{i_{2}}\right| \geq k$; if $B_{i_{1}}$ is a subset of $B_{i_{2}}$, then by the construction $h \leq\left\lfloor\frac{k-1}{r}\right\rfloor$ and $\left|\cup_{j=1}^{h} B_{i_{j}}\right|=k-1 \geq h r=\min \{h r, k\}$. Therefore, the multiset Hall's condition holds.

The following lower bound of $A(n, 4, w)$ is known.
Lemma 5 [12] $A(n, 4, w) \geq \frac{1}{n}\binom{n}{w}$.
Next, we apply Construction 3 to get a family optimal codes.
Corollary 4 Forany $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2) \leq n \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}, r \leq k-2$,

$$
N(n, k, m ; r)=n(k-1)-\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-n}{m-k+1}\right\rfloor .
$$

[^3]Proof When $r \leq k-2$, taking $c=k-1$ in Theorem 7, we have $N \geq n(k-1)-$ $\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-n}{m-k+1}\right\rfloor$. For any positive integers $n, m, k, r$ such that $r+2 \leq k \leq m$ and

$$
\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2) \leq n \leq\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1},
$$

we have that $0 \leq\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\left({ }_{k-1}^{m}\right)-n}{m-k+1}\right\rfloor \leq A(m, 4, k-2)$. Let $\alpha=\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\left(\begin{array}{l}m-1\end{array}\right)-n}{m-k+1}\right\rfloor$. By Construction 3, there exists an $\left(n^{\prime}, N^{\prime}, k, m ; r\right)$-MCBC with

$$
n^{\prime}=\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-\alpha(m-k+1) \text { and } N^{\prime}=n^{\prime}(k-1)-\alpha .
$$

Removing any $n^{\prime}-n$ blocks of size $k-1$ from its dual set system, we get an optimal $(n, N, k, m ; r)-\mathrm{MCBC}$ with $N=N^{\prime}-(k-1)\left(n^{\prime}-n\right)=n(k-1)-\alpha$.

### 4.3 A construction for $m=k$

In the following, we give a construction of $(n, N, k, k ; r)$-MCBC and determine the value of $N(n, k, k ; r)$ for $1 \leq r \leq k$.

Construction 4 Let $m=k$ and $X=[k], \mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ and $k=\alpha r+\beta$, where $\alpha \geq 1$ and $0 \leq \beta \leq r-1$ such that the following holds.
(i) When $\beta=0$, for any $n \geq \alpha$, let $B_{i}=[(i-1) r+1,(i-1) r+r]$ for $i \in[\alpha]$, and $B_{i}=[k]$ for any $i \in[\alpha+1, n]$.
(ii) When $\beta>0$, for any $n \geq \alpha+r$, let $B_{i}=[(i-1) r+1,(i-1) r+r]$ for $i \in[\alpha]$, $B_{i}=[k] \backslash\{i-\alpha, i-\alpha+r, i-\alpha+2 r, \ldots, i-\alpha+(\alpha-1) r\}$ for $i \in[\alpha+1, \alpha+r]$, and $B_{i}=[k]$ for any $i \in[\alpha+r+1, n]$.

Theorem 11 The code $(X, \mathcal{B})^{*}$ from Construction 4 is an $(n, N, k, k ; r)-M C B C$ with $N=$ $k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$.

Proof We show that in both cases, i.e. $\beta>0$ and $\beta=0$, the multiset Hall's condition holds.
(i) $\beta=0$. For any $h \geq 1$ different blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B}$, if there exists some block $B_{i_{j}}=[k]$, then $\left|\cup_{j=1}^{h} B_{i_{j}}\right|=k \geq r$; otherwise, $i_{j} \in[\alpha]$ for all $j \in[h]$, and then $\left|\cup_{j=1}^{h} B_{i_{j}}\right|=h r$ since by the construction the blocks $B_{1}, \ldots, B_{\alpha}$ are mutually disjoint. Thus, the multiset Hall's condition holds, and it is an ( $n, N, k, k ; r$ )-MCBC with

$$
N=\alpha r+(n-\alpha) k=k n-\frac{k}{r}(k-r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k .
$$

(ii) $\beta>0$. First, note that for any $i \in[\alpha+1, \alpha+r],\left|B_{i}\right|=k-\alpha \geq r$. This holds since $k-\alpha-r=\alpha r+\beta-\alpha-r=(\alpha-1)(r-1)+(\beta-1) \geq 0$. For any $h$ different blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in \mathcal{B}$ with $h \geq 2$, if there exists some $j \in[h]$ such that $B_{i_{j}}=[k]$ or for all $j \in[h], i_{j} \in[\alpha]$, then the proof is similar as in case (i). If there exist two blocks $B_{i_{a}}, B_{i_{b}}$ such that $i_{a}, i_{b} \in[\alpha+1, \alpha+r]$, then $\left|B_{i_{a}} \cup B_{i_{b}}\right|=k$. Therefore, the remaining case to check is when only one block is from the set $\left\{B_{i}: i \in[\alpha+1, \alpha+r]\right\}$, and the other blocks are from the set $\left\{B_{i}: i \in[\alpha]\right\}$. Without loss of generality assume that
$i_{1}, i_{2}, \ldots, i_{h-1} \in[\alpha]$ and $i_{h} \in[\alpha+1, \alpha+r]$. Since $\left|B_{i_{h}}\right|=k-\alpha$, when $1 \leq h \leq \alpha-1$, by the construction we get that $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq k-\alpha+h-1$. Since

$$
k-\alpha+h-1-h r=\alpha r+\beta-\alpha+h-1-h r=(\alpha-h)(r-1)+(\beta-1) \geq 0
$$

we conclude that $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq h r$. If $h=\alpha$, by the construction we get that $\left|\cup_{j=1}^{h} B_{i_{j}}\right|=$ $k-1=\alpha r+\beta-1 \geq \alpha r$. Lastly, if $h=\alpha+1$, then $\left|\cup_{j=1}^{h} B_{i_{j}}\right|=k$. Therefore, the multiset Hall's condition is satisfied for any $1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil$, and the code is an ( $n, N, k, k ; r$ )-MCBC with

$$
N=k n-\alpha(k-r)-\alpha r=k n-\alpha k=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k
$$

The next corollary summarizes the construction and results in this section.
Corollary $5 N(n, k, k ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$ if $r \mid k, n \geq \frac{k}{r}$ or $r \nmid k, n \geq\left\lfloor\frac{k}{r}\right\rfloor+r$.
Proof Taking $m=k$ in Lemma 3, we have that $\sum_{i=r}^{k-1}(k-i) A_{i} \leq\left\lfloor\frac{k-1}{r}\right\rfloor k$. Similarly to the proof of Corollary 1, we get that

$$
\begin{aligned}
N(n, k, k ; r) & =\sum_{i=r}^{k} i A_{i}=\sum_{i=r}^{k}(k-(k-i)) A_{i}=\sum_{i=r}^{k} k A_{i}-\sum_{i=r}^{k}(k-i) A_{i} \\
& =k n-\sum_{i=r}^{k-1}(k-i) A_{i} \geq k n-\left\lfloor\frac{k-1}{r}\right\rfloor k .
\end{aligned}
$$

Hence we conclude that $N(n, k, k ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$ since Construction 4 gives optimal codes that reach this bound.

### 4.4 A construction from Steiner systems

In the following we construct a class of MCBCs based upon Steiner systems, which is a generalization of Example 2.

A Steiner system $S(2, \ell, m)$ is a set system $(X, \mathcal{B})$, where $X$ is a set of $m$ points, $\mathcal{B}$ is a collection of $\ell$-subsets (blocks) of $X$, such that each pair of points in $X$ occurs together in exactly one block of $\mathcal{B}$. By the well known Fisher's inequality [14], for an $S(2, \ell, m)$ with $m>\ell \geq 2,|\mathcal{B}| \geq m$. For the existence of Steiner systems, we refer the reader to [11].

Construction 5 Let $X=[m]$ and $(X, \mathcal{B})$ be an $S(2, \ell, m)$ for some $\ell<m$.
Theorem 12 The code $(X, \mathcal{B})^{*}$ from Construction 5 is a $(|\mathcal{B}|, \ell|\mathcal{B}|, k, m ; r)$-MCBC for any $\left\lfloor\frac{\ell}{2}\right\rfloor+1 \leq r \leq \ell$ and $k \leq(\ell-r+1)(2 r-1)$.
Proof By Remark 1(ii), we only need to check that $(X, \mathcal{B})^{*}$ is a $(|\mathcal{B}|, \ell|\mathcal{B}|, k, m ; r)$-MCBC for any $\left\lfloor\frac{\ell}{2}\right\rfloor+1 \leq r \leq \ell$ and $k=(\ell-r+1)(2 r-1)$.

Let us first determine the number of points in the union of any $h$ blocks in $\mathcal{B}$. Since any two blocks intersect in at most one point, for any $i \in[2, h]$, if the first $i-1$ blocks are chosen, then the $i$-th block can contribute at least $\ell-(i-1)$ new points. Therefore, if $h \leq \ell+1 \leq|\mathcal{B}|$, the union of any $h$ blocks contains at least

$$
\ell+(\ell-1)+\cdots+(\ell-(h-1))=h \ell-\binom{h}{2}
$$

points.

Let us consider some $h$ blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}}$ with

$$
1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil=\left\lceil\frac{(\ell-r+1)(2 r-1)}{r}\right\rceil \leq\left\lceil 2(\ell-r+1)-\frac{l+1}{r}+1\right\rceil \leq 2(\ell-r)+2,
$$

where the last inequality holds since $r \geq\left\lfloor\frac{\ell}{2}\right\rfloor+1$. We see $2(\ell-r)+2 \leq \ell+1$ for $r \geq\left\lfloor\frac{\ell}{2}\right\rfloor+1$.
If $h \in[2(\ell-r)+1]$, then $r \leq \ell-\frac{h-1}{2}$, and

$$
\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq h \ell-\binom{h}{2}=h\left(\ell-\frac{h-1}{2}\right) \geq h r=\min \{h r, k\} .
$$

If $h=2(\ell-r)+2$, then $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geq \ell h-\binom{h}{2}=(\ell-r+1)(2 r-1)=k$. Therefore, the multiset Hall's condition holds for any $1 \leq h \leq\left\lceil\frac{k}{r}\right\rceil$.

An affine plane of order $q$ is an $S\left(2, q, q^{2}\right)$. It has $q^{2}$ points and $q^{2}+q$ blocks. It is well known that an affine plane exists for any prime power $q$ [11]. The next result of CBCs based upon affine planes was given in [20].

Theorem 13 [20] Let $q$ be a prime power and $(X, \mathcal{B})$ be an affine plane of order $q$. Then $(X, \mathcal{B})^{*}$ is an optimal uniform $\left(q^{2}+q, q^{3}+q^{2}, q^{2}, q^{2}\right)$-CBC.

The code in Theorem 13 is also an optimal CBC, since for $k=m$ by Theorem 1(i), $N\left(q^{2}+\right.$ $\left.q, q^{2}, q^{2}\right)=q^{3}+q^{2}$. However, note that it is a different code from the optimal $(n, N, k, k)$ CBC in [17] which is constructed as follows: Let $X=[k]$, and $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$, which are given by $B_{i}=\{i\}$ for $i \in[k]$, and $B_{i}=[k]$ for $i \in[k+1, n]$. By Theorem 12, we can see the code in Theorem 13 is also $\left(q^{2}+q, q^{3}+q^{2}, k, q^{2} ; r\right)$-MCBCs for different pair-values of $k$ and $r$.

Corollary 6 Let $q$ be a prime power. Then there exists a $\left(q^{2}+q, q^{3}+q^{2}, k, q^{2} ; r\right)$-MCBC for any $\left\lfloor\frac{q}{2}\right\rfloor+1 \leq r \leq q$ and $k \leq(q-r+1)(2 r-1)$.

Note that since there are constructions of constant weight codes based on Steiner systems (see [4]), Constructions 2 and 5 may generate the same code in some cases. For example, when $r=q$, we receive a $\left(q^{2}+q, q^{3}+q^{2}, 2 q-1, q^{2} ; q\right)$-MCBC from Corollary 6 (it is optimal because it reaches the bound in Lemma 1(i) with total storage $N=r n=q\left(q^{2}+\right.$ $q)=q^{3}+q^{2}$ ). We can also consider that this code is obtained by Construction 2 using ( $q^{2}, 2 q-2, q$ )-codes, whose existence follows from affine planes as below: for any block $B \in \mathcal{B}$, we get a codeword $\mathbf{u}$ of length $q^{2}$ in which the value of each coordinate $\mathrm{u}_{i}$ for $i \in\left[q^{2}\right]$ is 1 if and only if $i \in B$. Since any two blocks intersect in at most one point, the distance between every two distinct codewords is at least $2(q-1)$. However, when $r<q$, by applying Construction 2 to the $\left(q^{2}, 2 q-2, q\right)$-codes, we can only get a $\left(q^{2}+q, q^{3}+q^{2}, 2 q-1, q^{2} ; r\right)$ MCBC. Meanwhile, by analyzing the property of Steiner systems, we get wider range of $k$ from Construction 5.

Lastly, we note that it is also possible to improve the value of $k$ in Theorem 12 when $r \leq\left\lfloor\frac{q}{2}\right\rfloor$. We demonstrate this in the following example.

Example 4 Let $q=4$. From Corollary 6, we obtain a (20, $80, k, 16 ; r)$-MCBC for $(k, r) \in$ $\{(10,3),(7,4)\}$. In addition, one can check that for the dual set system $(X, \mathcal{B})$ of the ( $20,80,16,16$ )-CBC in Example 2, the lower bounds on the size of the union of any $h$ blocks, $1 \leq h \leq 6$, are as shown in the following table:

| $h$ | Size of union |
| :--- | :--- |
| 1 | 4 |
| 2 | 7 |
| 3 | 9 |
| 4 | 10 |
| 5 | 10 |
| 6 | 11 |

Therefore, we get also a $(20,80,11,16 ; 2)$-MCBC.

## 5 Regular MCBCs

In this section, we study regular MCBCs, and give a construction for such codes. Given $n, m, k, r$, let $\mu(n, k, m ; r)$ denote the smallest number of items stored in each server in a regular MCBC. The following lemma presents a simple lower bound on the value of $\mu(n, k, m ; r)$.
Lemma $6 \mu(n, k, m ; r) \geq\left\lceil\frac{N(n, k, m ; r)}{m}\right\rceil$.
Proof This property holds since a regular $(n, N, k, m ; r)$-MCBC is also an $(n, N, k, m ; r)$ MCBC, and therefore $m \mu(n, k, m ; r) \geq N(n, k, m ; r)$.

Remark 2 It is easy to check that the constructions of MCBCs in Sect. 4 also give regular MCBCs for some specific parameters. Moreover, when the MCBCs are optimal, the bound in Lemma 6 holds with equality. However, not all of these constructions are regular. For example, the property in which the codes in Lemma 1(iii) and Construction 1 are regular depends on the choice of the $k$-subsets.

According to Remark 2, we give one choice of the $k$-subsets in Lemma 1(iii) to make the construction regular, and therefore determine when regular MCBCs with $r=k$ and minimum storage $N=k n$ exist.
Construction 6 Let $n=\frac{m}{\operatorname{gcd}(m, k)}$ and $k \leq m$, then we have $\frac{n k}{m}=\frac{k}{\operatorname{gcd}(m, k)}$ and $m \mid n k$. Let $I=[0, n k-1] \subseteq \mathbb{Z}$, and for each $i \in[n], I^{(i)}=[(i-1) k, i k-1]$. Then let $X=[m]$ and $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$, where $B_{i}=\left\{j(\bmod m)+1: j \in I^{(i)}\right\}$ for $i \in[n]$.

Theorem 14 The code $(X, \mathcal{B})^{*}$ from Construction 6 is a regular $(n, k, m ; k)-M C B C$.
Proof For any $a, b \in I, a \neq b$, if $a(\bmod m)+1=b(\bmod m)+1$, then $m \mid(a-b)$. Since each $I^{(i)}$ consists of $k$ consecutive integers and $k \leq m$, then $\left|B_{i}\right|=k$ for any $i \in[n]$. We only need to prove that the code is regular. This holds since each $i \in[m]$ appears in exactly $\frac{n k}{m}=\frac{k}{\operatorname{gcd}(m, k)}$ blocks in $\mathcal{B}$.
Corollary $7 \mu(n, k, m ; k)=\frac{k n}{m}$ if and only if $n=c \cdot \frac{m}{\operatorname{gcd}(m, k)}$ for some integer $c \geq 0$.
Proof If $\mu(n, k, m ; k)=\frac{k n}{m}$, then the value of $n$ satisfies $n=c \cdot \frac{m}{\operatorname{gcd}(m, k)}$ for some integer $c \geq 0$ so that $\mu(n, k, m ; k)$ is an integer. For any such $n$, Construction 6 gives a code with the desired parameters as follows. Assume that $n=c \cdot \frac{m}{\operatorname{gcd}(m, k)}$, and let $X=[m]$ and $\hat{\mathcal{B}}$ consist of $c$ copies of all the blocks of $\mathcal{B}$ in Construction 6. Then, $(X, \hat{\mathcal{B}})^{*}$ is a regular ( $n, k, m ; k$ )-MCBC.

## 6 Conclusion

In this paper, we generalized combinatorial batch codes to multiset combinatorial batch codes and regular multiset combinatorial batch codes. Several bounds and constructions of optimal codes were obtained. To conclude, when $n<\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2)$ and $r \leq k-2$, the determination of the exact value of minimum storage $N(n, k, m ; r)$ for MCBCs is almost still open.
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[^1]:    ${ }^{1}$ For any $i \in[n]$, the multiplicity of $i$ in the multiset union of the sets $D_{j}$ for $j \in[m]$ is the number of subsets that contain $i$, that is $\left|\left\{j \in[m]: i \in D_{j}\right\}\right|$.

[^2]:    ${ }^{2}$ We notice that this direction is not needed in the proof. But we still prove it here because we will use it in Lemma 7 below.

[^3]:    ${ }^{3}$ For a block $S \in \mathcal{S}$ of size $k-2$, the supersets are the $(k-1)$-subsets of [ $m$ ] that contain $S$.

