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#### Abstract

Batch codes, first introduced by Ishai, Kushilevitz, Ostrovsky, and Sahai, mimic a distributed storage of a set of $n$ data items on $m$ servers, in such a way that any batch of $k$ data items can be retrieved by reading at most some $t$ symbols from each server. Combinatorial batch codes, are replication-based batch codes in which each server stores a subset of the data items.

In this paper, we propose a generalization of combinatorial batch codes, called multiset combinatorial batch codes (MCBCs), in which $n$ data items are stored in $m$ servers, such that any multiset request of $k$ items, where any item is requested at most $r$ times, can be retrieved by reading at most $t$ items from each server. The setup of this new family of codes is motivated by recent work on codes which enable high availability and parallel reads in distributed storage systems. The main problem under this paradigm is to minimize the number of items stored in the servers, given the values of $n, m, k, r, t$, which is denoted by $N(n, k, m, t ; r)$. We first give a necessary and sufficient condition for the existence of MCBCs. Then, we present several bounds on $N(n, k, m, t ; r)$ and constructions of MCBCs. In particular, we determine the value of $N(n, k, m, 1 ; r)$ for any $n \geqslant$ $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-2)$, where $A(m, 4, k-2)$ is the maximum size of a binary constant weight code of length $m$, distance four and weight $k-2$. We also determine the exact value of $N(n, k, m, 1 ; r)$ when $r \in\{k, k-1\}$ or $k=m$.


## I. Introduction

Batch codes were first introduced by Ishai et al. in [11] as a method to represent the distributed storage of a set of $n$ data items on $m$ servers. These codes were originally motivated by several applications such as load balancing in distributed storage, private information retrieval, and cryptographic protocols. Formally, these codes are defined as follows [11].

## Definition 1.

1) An $(n, N, k, m, t)$ batch code over an alphabet $\Sigma$, encodes a string $x \in \Sigma^{n}$ into an $m$-tuple of strings $y_{1}, \ldots, y_{m} \in$ $\Sigma^{*}$ (called buckets or servers) of total length $N$, such that for each $k$-tuple (called batch or request) of distinct indices $i_{1}, \ldots, i_{k} \in[n]$, the $k$ data items $x_{i_{1}}, \ldots, x_{i_{k}}$ can be decoded by reading at most $t$ symbols from each server.
2) $A n(n, N, k, m, t)$ multiset batch code is an ( $n, N, k, m, t)$ batch code which also satisfies the following property: For any multiset request of $k$ indices $i_{1}, \ldots, i_{k} \in[n]$ there is a partition of the buckets into $k$ subsets $S_{1}, \ldots, S_{k} \subseteq[m]$ such that each item $x_{i_{j}}, j \in[k]$, can be retrieved by reading at most $t$ symbols from each bucket in $S_{j}$.

Yet another class of codes, called combinatorial batch codes (CBC), is a special type of batch codes in which all encoded symbols are copies of the input items, i.e., these codes are replication-based. Several works have considered codes under this setup; see e.g. [1]-[8], [12], [14], [15]. However, note
that combinatorial batch codes are not multiset batch codes and don't allow to request an item more than once.

Motivated by the works on codes which enable parallel reads for different users in distributed storage systems, for example, codes with locality and availability [13], [16], we introduce a generalization of CBCs , named multiset combinatorial batch codes.

Definition 2. An ( $n, N, k, m, t ; r$ ) multiset combinatorial batch code (MCBC) is a collection of subsets of $[n]$, $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ (called servers) where $N=\sum_{j=1}^{m}\left|C_{j}\right|$, such that for each multiset request $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$, in which every element in $[n]$ has multiplicity at most $r$, there exist subsets $D_{1}, \ldots, D_{m}$, where for all $j \in[m], D_{j} \subseteq C_{j}$ with $\left|D_{j}\right| \leqslant t$, and the multiset union ${ }^{1}$ of $D_{j}$ for $j \in[m]$ contains the multiset request $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$.

In other words, an $(n, N, k, m, t ; r)$-MCBC is a coding scheme which encodes $n$ items into $m$ servers, with total storage of $N$ items, such that any multiset request of items of size at most $k$, where any item can be repeated at most $r$ times, can be retrieved by reading at most $t$ items from each server. In particular, when $r=1$ we obtain a combinatorial batch code, and when $r=k$ and $t=1$ we obtain a multiset batch code based on replication. When $t \neq 1$, retrieval of a multiset for the MCBCs does not essentially partition the set of servers as for multiset batch codes.

Example 1. Let us consider the following $(n=5, N=$ $15, k=5, m=5, t=1 ; r=2) \mathrm{MCBC}$,

$$
\begin{array}{|l|l|l|l|l|}
\hline 1 & 1 & 2 & 2 & 3 \\
3 & 4 & 3 & 4 & 4 \\
5 & 5 & 5 & 5 & 5 \\
\hline
\end{array}
$$

where the $i$-th column contains the indices of items stored in the server $C_{i} \in \mathcal{C}, i \in[5]$. It is possible to verify that the code $\mathcal{C}$ satisfies the requirements of a $(5,15,5,5,1 ; 2)$-MCBC. For example, the multiset request $\{3,3,4,4,5\}$ can be read by taking the subsets $D_{1}=\{3\}, D_{2}=\{4\}, D_{3}=\{3\}$, $D_{4}=\{4\}, D_{5}=\{5\}$.

Similarly to the original problem of combinatorial batch codes, the goal in this paper is to minimize the total storage $N$ given the parameters $n, m, k, t$ and $r$ of an MCBC. Let $N(n, k, m, t ; r)$ be the smallest $N$ such that an

[^0]( $n, N, k, m, t ; r$ )-MCBC exists. An MCBC is called optimal if $N$ is minimal given $n, m, k, t, r$. In this paper, we focus on the case $t=1$, and thus omit $t$ from the notation and write it as an $(n, N, k, m ; r)$-MCBC and its minimum storage by $N(n, k, m ; r)$. In case $r=1$, i.e. when an MCBC is a CBC, we further omit $r$ and write it as an $(n, N, k, m)$-CBC and its minimum storage as $N(n, k, m)$.

For CBCs, a significant amount of work has been done to study the value $N(n, k, m)$, and the exact value has been determined for a large range of parameters. For a list of the known results we refer the reader to [2], [3], [5], [6], [12], [15].

The rest of the paper is organized as follows. In Section II, we give a necessary and sufficient condition for the existence of MCBCs. In Section III, we give several bounds on MCBCs. In Section IV, we present constructions of MCBCs. Lastly, Section V concludes the paper. Due to the lack of space, some of the proofs in the paper are deferred to the full version.

## II. Set Systems and the Multiset Hall's Condition

A set system is a pair $(V, \mathcal{C})$, where $V$ is a finite set of points and $\mathcal{C}$ is a collection of subsets of $V$ (called blocks). Given a set system $(V, \mathcal{C})$ with a points set $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and a blocks set $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$, its incidence matrix is an $m \times n$ matrix $M$, given by

$$
M_{i, j}= \begin{cases}1 & \text { if } v_{j} \in C_{i} \\ 0 & \text { if } v_{j} \notin C_{i}\end{cases}
$$

If $M$ is the incidence matrix of the set system $(V, \mathcal{C})$, then the set system having incidence matrix $M^{\top}$ is called the dual set system of $(V, \mathcal{C})$.

Let $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be an $(n, N, k, m ; r)-\mathrm{MCBC}$. Similarly to the study of CBCs, by setting $V=[n]$, we consider the set system $(V, \mathcal{C})$ of the MCBC. In addition, we denote the set system $(X, \mathcal{B})$ which is given by $X=[m]$ and $\mathcal{B}=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$ where for each $i \in[n], B_{i} \subseteq X$ consists of the servers that store the $i$-th item. Then, it is readily verified that $(X, \mathcal{B})$ is the dual set system of $(V, \mathcal{C})$. We note that a set system $(V, \mathcal{C})$ of this form or its dual set system $(X, \mathcal{B})$ uniquely determines an MCBC and thus in the rest of the paper we will usually refer to an MCBC by its set system or its dual set system.

Example 2. In Table I, we give a (20, 80, 16, 16)-CBC from [15] based on an affine plane of order 4. Here, $V=[20]$, each column contains the indices of items stored in a server $C_{i} \in \mathcal{C}$ and also forms a block of the set system $(V, \mathcal{C})$. Here, the dual set system is $X=[16]$ and $\mathcal{B}=$

$$
\begin{aligned}
&\{\{1,5,9,13\},\{2,6,10,14\},\{3,7,11,15\},\{4,8,12,16\}, \\
&\{1,6,11,16\}\{2,5,12,15\},\{3,8,9,14\},\{4,7,10,13\}, \\
&\{1,8,10,15\},\{2,7,9,16\},\{3,6,12,13\},\{4,5,11,14\}, \\
&\{1,7,12,14\},\{2,8,11,13\},\{3,5,10,16\},\{4,6,9,15\}, \\
&\{1,2,3,4\},\{5,6,7,8\},\{9,10,11,12\},\{13,14,15,16\}\} .
\end{aligned}
$$

The incidence matrix of the CBC given above is as follows, where the indices of nonzero entries in the $i$-th row, $i \in[16]$,
correspond to the indices of items stored in the $i$-th server $C_{i}$.

$$
\left(\begin{array}{llllllllllllllllllll}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

In the rest of this section we let $(V, \mathcal{C})$ with $V=[n]$ and $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be a set system, and $(X, \mathcal{B})$ with $X=$ [ $m$ ] and $\mathcal{B}=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$ be its dual set system. The following theorem states a necessary and sufficient condition on the dual set system to form a construction of CBCs.

Theorem 3. [ [12]] The set system $(V, \mathcal{C})$ is an $(n, N, k, m)$ $C B C$ if and only if its dual set system $(X, \mathcal{B})$ satisfies the following Hall's condition:
for all $h \in[k]$, and any $h$ distinct blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in$ $\mathcal{B},\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geqslant h$.

In this paper, we present a generalization of the Hall's condition, named the multiset Hall's condition, and provide a necessary and sufficient condition for the construction of MCBCs.

Theorem 4. The set system $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC if and only if its dual set system $(X, \mathcal{B})$ satisfies the following multiset Hall's condition:
for all $h \in\left[\left\lceil\frac{k}{r}\right\rceil\right]$, and any $h$ distinct blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{h}} \in$ $\mathcal{B},\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geqslant \min \{h r, k\}$.

Proof: $(\Rightarrow)$ Assume that $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$ MCBC, and let $i_{1}, i_{2}, \ldots, i_{h} \in V$ for some $h \in\left[\left\lceil\frac{k}{r}\right\rceil\right]$ be the indices of some $h$ different items. Then, the set $\cup_{j \in[h]} B_{i_{j}}$ corresponds to the indices of all the servers that contain these items.

If $h \leqslant\left\lfloor\frac{k}{r}\right\rfloor$, let us consider the multiset request $\left\{i_{1}, \ldots, i_{1}\right.$, $\left.i_{2}, \ldots, i_{2}, \ldots, i_{h}, \ldots, i_{h}\right\}$ where each of the $h$ elements is requested $r$ times. Since it is possible to read from each server at most one item, the number of servers that contain these $h$ items has to be at least $h r$, that is $\left|\cup_{j \in[h]} B_{i_{j}}\right| \geqslant h r$. Similarly, if $h=\left\lceil\frac{k}{r}\right\rceil$, then we need $k$ servers for the multiset request of size $k$ on $i_{1}, i_{2}, \ldots, i_{h}$ where each $i_{j}$, for $j \in[h]$, is requested at most $r$ times, and so $\left|\cup_{j \in[h]} B_{i_{j}}\right| \geqslant k$. Together we conclude that $\left|\cup_{j=1}^{h} B_{i_{j}}\right| \geqslant \min \{h r, k\}$.
$(\Leftarrow)$ We construct a new set system $(U, \mathcal{F})$ with $U=[r n]$ and $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ where for $i \in[m], F_{i}=\{c+j n$ : $\left.c \in C_{i}, j \in[0, r-1]\right\}$. Let $U^{(\ell)}=\{\ell+j n: j \in[0, r-1]\}$ for $\ell \in[n]$. We first show the following claim.

TABLE I
A $(20,80,16,16)$-CBC

| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 6 | 7 | 8 | 6 | 5 | 8 | 7 | 7 | 8 | 5 | 6 | 8 | 7 | 6 | 5 |
| 9 | 10 | 11 | 12 | 12 | 11 | 10 | 9 | 10 | 9 | 12 | 11 | 11 | 12 | 9 | 10 |
| 13 | 14 | 15 | 16 | 15 | 16 | 13 | 14 | 16 | 15 | 14 | 13 | 14 | 13 | 16 | 15 |
| 17 | 17 | 17 | 17 | 18 | 18 | 18 | 18 | 19 | 19 | 19 | 19 | 20 | 20 | 20 | 20 |

Claim $1(V, \mathcal{C})$ is an $(n, N, k, m ; r)-M C B C$ if $(U, \mathcal{F})$ is an ( $r n, r N, k, m$ )-CBC.

Proof: Suppose that $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC. For any multiset request $Q$ of $(V, \mathcal{C})$ where each $\ell \in[n]$ appears $r_{\ell}$ times with $0 \leqslant r_{\ell} \leqslant r$ and $\sum_{\ell=1}^{n} r_{\ell}=k$, consider the request $P$ of $(U, \mathcal{F})$ which contain any $r_{\ell}$ distinct elements in $U^{(\ell)}$. Since $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC, $P$ can be read by taking $D_{j} \subseteq F_{j},\left|D_{j}\right| \leqslant 1$ for $j \in[m]$. Then $Q$ can be read from the servers $\left\{C_{j}: j \in[m],\left|D_{j}\right|=1\right\}$. Therefore, $(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC.

Let $\left(X=[m], \mathcal{G}=\left\{G_{1}, \ldots, G_{n r}\right\}\right)$, be the dual set system of $(U, \mathcal{F})$, so $G_{i}$, for $i \in[r n]$, is the set of servers that contain the $i$-th item in $(U, \mathcal{F})$. We show that $(X, \mathcal{G})$ satisfies the Hall's condition. For any $i_{1}, i_{2}, \ldots, i_{h} \in[r n], h \in[k]$, let $r_{\ell}$ denote the number of elements in $U^{(\ell)}$ for $\ell \in[n]$. Then $\left|\cup_{j=1}^{h} G_{i_{j}}\right|=\left|\cup_{\ell: r_{\ell} \neq 0} B_{\ell}\right|$.

Let $a=\left|\left\{\ell: r_{\ell} \neq 0\right\}\right|$. By the multiset Hall's condition, when $a \leqslant\left\lceil\frac{k}{r}\right\rceil,\left|\cup_{\ell: r_{\ell} \neq 0} B_{\ell}\right| \geqslant \min \{a r, k\}$; when $\left\lceil\frac{k}{r}\right\rceil<a \leqslant$ $k$,

$$
\left|\bigcup_{\ell: r_{\ell} \neq 0} B_{\ell}\right| \geqslant \min \left\{r\left\lceil\frac{k}{r}\right\rceil, k\right\} \geqslant k=\min \{a r, k\}
$$

Since $h=\sum_{\ell: r_{\ell} \neq 0} r_{\ell} \leqslant a r$ and $h \leqslant k$, we always have $\mid \cup_{j=1}^{h}$ $G_{i_{j}} \mid \geqslant h$ for any $h \in[k]$, that is $(X, \mathcal{G})$ satisfies the Hall's condition. Hence, $(U, \mathcal{F})$ is an $(r n, r N, k, m)$-CBC by Theorem 3, and by Claim $1(V, \mathcal{C})$ is an $(n, N, k, m ; r)$-MCBC.

In the following, when constructing an MCBC, we always construct its dual set system $(X, \mathcal{B})$, and check if it satisfies the multiset Hall's condition from Theorem 4. By adding an asterisk, we let $(X, \mathcal{B})^{*}$ denote its dual set system $(V, \mathcal{C})$.

Example 3. By checking the multiset Hall's condition, it is possible to verify that Example 2 gives a construction of $(20,80, k, 16 ; r)$-MCBC for any pair $(k, r) \in$ $\{(16,1),(11,2),(10,3),(7,4)\}$.

In the following sections, we will give several bounds and constructions of MCBCs.

## III. Bounds of MCBCs

In this section, we give several bounds of MCBCs. We first state a lemma with some basic properties on the value of $N(n, k, m ; r)$.

## Lemma 5.

(i) $N(n, k, m ; r) \geqslant r n$.
(ii) $N(n, k, m ; r) \geqslant N(n, k, m ; i)$ for $i \in[r-1]$.
(iii) $N(n, k, m ; k)=k n$.
(iv) $\frac{1}{r} N(n r, k, m) \leqslant N(n, k, m ; r) \leqslant N(r n, k, m)$.
(v) $N(n, k, m ; r) \leqslant r N\left(n,\left\lceil\frac{k}{r}\right\rceil,\left\lfloor\frac{m}{r}\right\rfloor\right)$.

Let $(V, \mathcal{C})$ be a set system of an $(n, N, k, m ; r)$-MCBC and let $(X, \mathcal{B})$ be its dual set system. For $i \geqslant 0$, we denote by $A_{i}$ the number of subsets in $\mathcal{B}$ of size $i$. Note that for $i<r$, $A_{i}=0$ since every item is contained in at least $r$ different servers. As pointed in [12], $A_{i}=0$ for $i \geqslant k+1$ since for any block of size larger than $k$, we can reduce the block to $k$ points and the multiset Hall's condition is still satisfied. The following bound is a generalization of the results in [2], [5], [12].

Lemma 6. If $(X, \mathcal{B})^{*}$ is an $(n, N, k, m ; r)$-MCBC with $r \leqslant k-$ 1 , and $A_{i}$ for $i \in[k-1]$ is defined as above, then

$$
\sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1} .
$$

Proof: Let $M_{k-1}$ be the $\binom{m}{k-1} \times n$ matrix, whose rows are labeled by all the $(k-1)$-subsets of $X$, and the columns are labeled by the blocks in $\mathcal{B}$ that contain less than $k$ points. The $(i, j)$-th entry of $M_{k-1}$ is 1 if the $j$-th block $B_{j}$ is contained in the $i$-th $(k-1)$-subset of $X$, and otherwise it is 0 .

Each row in $M_{k-1}$ has at most $\left[\frac{k-1}{r}\right]$ ones. In order to verify this property, assume in the contrary that there exist $\left\lfloor\frac{k-1}{r}\right\rfloor+1$ blocks, and without loss of generality let them be the blocks $B_{1}, B_{2}, \ldots, B_{\left\lfloor\frac{k-1}{r}\right\rfloor+1}$, which are all subsets of the same $(k-1)$-subset. Therefore, $\left|\cup_{i=1}^{\left\lfloor\frac{k-1}{r}\right\rfloor+1} B_{i}\right| \leqslant k-1$, and the multiset Hall's condition is not satisfied, since $\left\lfloor\frac{k-1}{r}\right\rfloor+$ $1=\lceil k / r\rceil$ and $\min \left\{\left(\left\lfloor\frac{k-1}{r}\right\rfloor+1\right) r, k\right\}=k$. Every column which corresponds to a block of size $i<k$ has exactly $\binom{m-i}{k-1-i}$ ones. Therefore, by counting the number of ones in $M_{k-1}$ by rows and columns separately, we get that $\sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leqslant$ $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.
According to Lemma 6, the next theorem is derived, while its proof follows the one of Lemma 3.2 in [2].

Theorem 7. Let $r \leqslant k-1$. For any $c \in[r, k-1]$,

$$
N(n, k, m ; r) \geqslant n c-\left\lfloor\frac{k-c}{m-k+1}\left[\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}}{\binom{m-c}{k-1-c}}-n\right]\right\rfloor
$$

## IV. Constructions of MCBCs

In this section we present several constructions of MCBCs. Some of the principles in these constructions use ideas from the constructions of CBCs from [2], [5], [12].

## A. A Construction by Replication

Our first construction uses simple replication which is a generalization of the one in [2], [5], [12].

Construction 1 Let $n, k, m, r$ be positive integers such that $n \geqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ with $r<k$. We construct an ( $n, N, k, m ; r)-M C B C$ by explicitly constructing its dual set system $\left(X=[m], \mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}\right)$ as follows:

1) The first $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ blocks of $\mathcal{B}$ consist of $\left\lfloor\frac{k-1}{r}\right\rfloor$ copies of all different $(k-1)$-subsets of $[m]$.
2) Each remaining block of $\mathcal{B}$ is taken to be any $k$-subset of [m].
Thus, the value of $N$ is given by

$$
N=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
$$

The correctness of this construction is stated in the next theorem.

Theorem 8. The code $(X, \mathcal{B})^{*}$ from Construction 1 is an $(n, N, k, m ; r)-M C B C$ with $n \geqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}, r<k$ and $N=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$.

Before we show that this construction is optimal, let us recall a useful lemma from [2], [5].

Lemma 9. [ [2], [5]] Let $1 \leqslant k \leqslant m$ and $0 \leqslant i \leqslant k-1$. Then $\binom{m-i}{k-1-i}-1 \geqslant(m-k+1)(k-1-i)$.
We can now deduce that Construction 1 is optimal.
Corollary 10 For any $n \geqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$,

$$
N(n, k, m ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
$$

Proof: For any ( $n, N, k, m ; r$ )-MCBC, let $A_{i}$ for $i \in[k]$ be the number of blocks in the dual set system of size $i$. By Lemma 9, for $i \leqslant k-1,\binom{m-i}{k-1-i} \geqslant(m-k+1)(k-1-i)+$ $1 \geqslant k-i$, then

$$
\sum_{i=r}^{k-1}(k-i) A_{i} \leqslant \sum_{i=r}^{k-1}\binom{m-i}{k-1-i} A_{i} \leqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
$$

and the last inequality holds according to Lemma 6. Therefore, we get that

$$
\begin{aligned}
N & =\sum_{i=r}^{k} i A_{i}=\sum_{i=r}^{k}(k-(k-i)) A_{i}=\sum_{i=r}^{k} k A_{i}-\sum_{i=r}^{k}(k-i) A_{i} \\
& =k n-\sum_{i=r}^{k-1}(k-i) A_{i} \geqslant k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}
\end{aligned}
$$

Hence, we conclude that $N(n, k, m ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ when $n \geqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$, since the codes from Construction 1 achieve this bound.

As a special case when $r=k-1$ we get the following corollary.

## Corollary 11

$$
N(n, k, m ; k-1)= \begin{cases}k n-\binom{m}{k-1} & \text { if } n \geqslant\binom{ m}{k-1}, \\ (k-1) n & \text { if } n<\binom{m}{k-1} .\end{cases}
$$

## B. Constructions Based on Constant Weight Codes

Next, we give constructions based upon constant weight codes. Let $(n, d, w)$-code denote a binary constant weight code of length $n$, weight $w$ and minimum Hamming distance $d$, and let $A(n, d, w)$ denote the maximum number of codewords of an $(n, d, w)$-code.

Construction 2 Let $X=[m]$ and $\mathcal{C}$ be an $(m, 2(k-w)$, $w)$ code with $n$ codewords for some $w \in[\max \{r, k / 2\}, k-1]$. Let $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ be the support sets of all the codewords in $\mathcal{C}$.

The next theorem proves the correctness of this construction.
Theorem 12. The code $(X, \mathcal{B})^{*}$ from Construction 2 is an ( $n, w n, k, m ; r$ )-MCBC.

Proof: We only need to check that $(X, \mathcal{B})$ satisfies the multiset Hall's condition. It is satisfied as the size of each block in $\mathcal{B}$ is $w \geqslant r$ and since the minimum distance of $\mathcal{C}$ is $2(k-w)$, we get that the union of any two blocks in $\mathcal{B}$ is at least $k$.

For $w=r$ we get the following family of optimal codes.
Corollary 13 For any $n \leqslant A(m, 2(k-r), r), N(n, k, m ; r)=$ rn.

Constant weight codes were used in [2] to construct CBCs. Now, we give a similar construction for MCBCs.

Construction 3 Let $X=[m], r \leqslant k-2$. Let $\mathcal{C}$ be an ( $m, 4, k-2$ )-code with $\alpha$ codewords with $\alpha \leqslant A(k, 4, k-2)$. First, let $\mathcal{B}_{0}$ be a set of $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}$ blocks, in which each $(k-1)$-subset of $[m]$ appears $\left.\frac{k-1}{r}\right]$ times. Let $\mathcal{S}$ consist of the support sets of the codewords in $\mathcal{C}$. Then, for any block in $\mathcal{S}$, add it to $\mathcal{B}_{0}$, and remove one copy of each of its $m-k+2$ supersets $^{2}$ of size $k-1$ in $\mathcal{B}_{0}$. Let the resulting block set be $\mathcal{B}$.

Theorem 14. The code $(X, \mathcal{B})^{*}$ from Construction 3 is an $(n, N, k, m ; r)-M C B C$ with
$n=\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-\alpha(m-k+1)$ and $N=n(k-1)-\alpha$, where $\alpha \leqslant A(k, 4, k-2)$.

Next, we apply Construction 3 to get a family optimal codes, where we use the bound from $A(n, 4, w) \geqslant \frac{1}{n}\binom{n}{w}$ from [10].
Corollary 15 For any $\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-(m-k+1) A(m, 4, k-$ $2) \leqslant n \leqslant\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}, r \leqslant k-2$,

$$
N(n, k, m ; r)=n(k-1)-\left\lfloor\frac{\left\lfloor\frac{k-1}{r}\right\rfloor\binom{ m}{k-1}-n}{m-k+1}\right\rfloor
$$

[^1]
## C. A Construction for $m=k$

In the following, we give a construction of $(n, N, k, k ; r)-$ MCBC and determine the value of $N(n, k, k ; r)$ for $1 \leqslant r \leqslant k$.

Construction 4 Let $m=k$ and $X=[k], \mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ and $k=\alpha r+\beta$, where $\alpha \geqslant 1$ and $0 \leqslant \beta \leqslant r-1$ such that the following holds.
(i) When $\beta=0$, for any $n \geqslant \alpha$, let $B_{i}=[(i-1) r+1,(i-$ 1) $r+r]$ for $i \in[\alpha]$, and $B_{i}=[k]$ for any $i \in[\alpha+1, n]$.
(ii) When $\beta>0$, for any $n \geqslant \alpha+r$, let $B_{i}=[(i-1) r+$ $1,(i-1) r+r]$ for $i \in[\alpha], B_{i}=[k] \backslash\{i-\alpha, i-\alpha+$ $r, i-\alpha+2 r, \ldots, i-\alpha+(\alpha-1) r\}$ for $i \in[\alpha+1, \alpha+$ $r]$, and $B_{i}=[k]$ for any $i \in[\alpha+r+1, n]$.

Theorem 16. The code $(X, \mathcal{B})^{*}$ from Construction 4 is an $(n, N, k, k ; r)-M C B C$ with $N=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$.

The next corollary summarizes the construction and results in this section.

Corollary $17 N(n, k, k ; r)=k n-\left\lfloor\frac{k-1}{r}\right\rfloor k$ if $r \mid k, n \geqslant \frac{k}{r}$ or $r \nmid k, n \geqslant\left\lfloor\frac{k}{r}\right\rfloor+r$.

## D. A Construction from Steiner Systems

In the following we construct a class of MCBCs based upon Steiner systems, which is a generalization of Example 2.

A Steiner system $S(2, \ell, m)$ is a set system $(X, \mathcal{B})$, where $X$ is a set of $m$ points, $\mathcal{B}$ is a collection of $\ell$-subsets (blocks) of $X$, such that each pair of points in $X$ occurs together in exactly one block of $\mathcal{B}$. For the existence of Steiner systems, we refer the reader to [9].

Theorem 18. Let $(X, \mathcal{B})$ be an $S(2, \ell, m)$ with $m>\ell$. Then $(X, \mathcal{B})^{*}$ is a $(|\mathcal{B}|, \ell|\mathcal{B}|, k, m ; r)$-MCBC for any $\left\lfloor\frac{\ell}{2}\right\rfloor+1 \leqslant r \leqslant$ $\ell$ and $k \leqslant(\ell-r+1)(2 r-1)$.

An affine plane of order $q$ is an $S\left(2, q, q^{2}\right)$. It has $q^{2}$ points and $q^{2}+q$ blocks. It is well known that an affine plane exists for any prime power $q$ [9]. The next result of CBCs based upon affine planes was given in [15].

Theorem 19. [15] Let $q$ be a prime power and $(X, \mathcal{B})$ be an affine plane of order $q$. Then $(X, \mathcal{B})^{*}$ is an optimal uniform $\left(q^{2}+q, q^{3}+q^{2}, q^{2}, q^{2}\right)-C B C$.

The code in Theorem 19 is also an optimal CBC. However, note that it is a different code from the optimal $(n, N, k, k)$ CBC in [12] which is constructed as follows: Let $X=[k]$, and $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$, which are given by $B_{i}=\{i\}$ for $i \in$ $[k]$, and $B_{i}=[k]$ for $i \in[k+1, n]$. By Theorem 18 , we can see the code in Theorem 19 is also $\left(q^{2}+q, q^{3}+q^{2}, k, q^{2} ; r\right)$ MCBCs for different pair-values of $k$ and $r$.

Corollary 20 Let $q$ be a prime power. Then there exists a $\left(q^{2}+\right.$ $\left.q, q^{3}+q^{2}, k, q^{2} ; r\right)-M C B C$ for any $\left\lfloor\frac{q}{2}\right\rfloor+1 \leqslant r \leqslant q$ and $k \leqslant$ $(q-r+1)(2 r-1)$.

When $r=q$, we also receive an optimal $\left(q^{2}+q, q^{3}+\right.$ $\left.q^{2}, 2 q-1, q^{2} ; q\right)$-MCBC, since it reaches the bound in

Lemma 5 (i) with total storage $N=r n=q\left(q^{2}+q\right)=$ $q^{3}+q^{2}$. Note that this code could also be obtained by Construction 2 using ( $q^{2}, 2 q-2, q$ )-codes. The existence of $\left(q^{2}, 2 q-2, q\right)$-codes follows from affine planes as follows. For any block $B \in \mathcal{B}$, we get a codeword $u$ of length $q^{2}$ in which the value of each coordinate $\mathrm{u}_{i}$ for $i \in\left[q^{2}\right]$ is 1 if and only if $i \in B$. Since any two blocks intersect in at most one points, the distance between every two distinct codewords is at least $2(q-1)$. Finally, we note that it is possible to improve the value of $k$ when $r \leqslant\left\lfloor\frac{q}{2}\right\rfloor$, and the optimality of this code construction for other values of $r$ is left open for future research.

## V. CONCLUSION

In this paper, we generalized combinatorial batch codes to multiset combinatorial batch codes. Several bounds and constructions of optimal codes were obtained.
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[^0]:    ${ }^{1}$ For any $i \in[n]$, the multiplicity of $i$ in the multiset union of the sets $D_{j}$ for $j \in[m]$ is the number of subsets that contain $i$, that is $\mid\{j \in[m]: i \in$ $\left.D_{j}\right\} \mid$.

[^1]:    ${ }^{2}$ For a block $S \in \mathcal{S}$ of size $k-2$, the supersets are the $(k-1)$-subsets of $[m]$ that contain $S$.

