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#### Abstract

Batch codes, first studied by Ishai et al., are a coding scheme to encode $n$ information bits into $m$ buckets, in a way that every batch request of $k$ bits can be decoded while at most one bit is read from each bucket. In this work we study the class of multiset primitive batch codes, in which every bucket stores a single bit and bits can be requested multiple times. We simply refer to these codes as batch codes. The main problem under this paradigm is to optimize the number of encoded bits, which is the number of buckets, for given $n$ and $k$, and we denote this value by $B(n, k)$. Since there are several asymptotically optimal constructions of these codes, we are motivated to evaluate their optimality by their redundancy. Thus we define the optimal redundancy of batch codes to be $r_{B}(n, k) \triangleq B(n, k)-n$. Our main result in this paper claims that for any fixed $k, r_{B}(n, k)=O(\sqrt{n} \log (n))$.


## I. Introduction

A batch code encodes $n$ information bits into $m$ buckets, such that every batch of $k$ bits can be decoded by reading at most one (and more generally $t$ ) bits from each bucket. This class of codes was first introduced by Ishai et al. in the previous decade [8]. There are several families of batch codes which are classified according to several properties: whether the bits can be encoded, the number of bits each bucket stores, and lastly whether the batch of $k$ bits may contain several requests of the same bit. In combinatorial batch codes, the bits stored in the buckets are simply copies of the information bits (i.e., not coded). Since the first work of [8], this class of batch codes was mostly studied; see e.g. [1]-[3], [17]. On the other hand, computational batch codes, which is the class of codes studied in this paper, allow to encode the bits stored in the buckets. There is only a limited number of constructions of computational batch codes and the current works which we are aware of are [8], [10], [16], [19]. Recently, bounds on these codes were presented in [23]. A batch code in which every bucket contains a single bit is called a primitive batch code and if the $k$ bits may contain multiple requests of the same bit, then it is called a multiset batch code. In this work we refer to batch codes as computational primitive multiset batch codes. These codes will be denoted by $(m, n, k)_{B}$ batch codes, where $n$ is the number of information bits, $k$ is the batch size, and $m$ is the number of buckets (or encoded bits since every bucket stores a single bit). The main goal of this paper is to study constructions of batch codes.

Batch codes were originally motivated by different applications such as load-balancing in storage and cryptographic protocols [8]. Hence they have received renewed interest recently due to their applicability to codes for distributed storage. Locally repairable codes (LRCs) are a class of codes in which a failure of a single node can be recovered by accessing at
most some $r$ other nodes [6], [13], [18]. In addition to symbol locality, another important property of codes is their symbol availability, which is defined to be the number of mutually disjoint recovering sets for every symbol [12], [15], [21]. High availability is a particularly attractive property for so-called hot data in a distributed storage system.

Another family of these codes imposes only the availability but not the locality constraint, and hence it is required that every symbol has some $t$ recovering sets while their size is not constrained. It was recently observed in [7] that the this class of codes was already studied a while ago by Massey [11] and later by Lin and others [9] for applications of fast decoding, and were called one-step majority-logic decodable codes. Under this setup every symbol is required to have several mutually disjoint recovering sets, and it is decoded according to the majority of the values given by all of its recovering sets. Another application of codes with availability was also brought in [5] for private information retrieval (PIR) protocols [4], [22], where a similar family of codes was studied, called $k$-server PIR codes, in which $n$ bits are encoded to $m$ bits such that every information bit has $k$ mutually disjoint recovering sets. In this work, we refer to this class of codes as PIR codes. Batch codes can be seen as a generalization of PIR codes. Instead of requiring that every bit has $k$ mutually disjoint recovering sets, this property holds for every multiset of $k$ bits. Thus, every batch code is in particular a PIR code with the same parameters. Lastly, we note that a special class of batch codes, called switch codes, in which $k=n$ was studied in [19], [20].

The main goal in constructing batch codes is to minimize the value of $m$, given $n$ and $k$. For example, for $k=1$, the minimum value of $m$ is $n$, and for $k=2$, its value is $n+1$, since the simple parity is a $(n+1, n, 2)_{B}$ batch code. For given $n$ and $k$, we denote by $B(n, k)$ to be the smallest value of $m$ such that there exists an $(m, n, k)_{B}$ batch code. Hence, $B(n, 1)=n$ and $B(n, 2)=n+1$. In particular, we will be interested in studying the asymptotic behavior of $B(n, k)$ when $k$ is either fixed or a function of $n$. Based on the Subcube code construction from [8], it is possible to derive that for any fixed $k$, $B(n, k)$ is at most $n+O\left(n^{1-\frac{1}{|\log k|}}\right)$, and thus this construction is asymptotically optimal, i.e. $\lim _{n \rightarrow \infty} B(n, k) / n=1$. This motivates us to investigate the redundancy of batch codes and thus study the value $r_{B}(n, k) \triangleq B(n, k)-n$ it order to evaluate how fast the code rate approaches 1 . Our main result in the paper claims that for any fixed $k$,

$$
\begin{equation*}
r_{B}(n, k)=O(\sqrt{n} \log (n)) \tag{1}
\end{equation*}
$$

We note that a lower bound on the redundancy of PIR codes, which is also a lower bound on the redundancy of batch codes, states that for any fixed $k, r_{B}(n, k)=\Omega(\sqrt{n})$ [14].

The rest of the paper is organized as follows. In Section II, we formally define the codes studied in this paper and present several useful properties. In Section III, we show that PIR codes for $k=3,4$ are also batch codes with the same parameters, and give a construction which confirms that (1) holds for $k=5,6,7$. Lastly, in Section IV, we show how to extend the last construction so that (1) holds for any fixed $k$. We discuss and present more results in case $k$ is not fixed. Due to the lack of space some proofs in the paper are omitted.

## II. Definitions and Preliminaries

In this section we formally define the codes we study in the paper. A linear code over $G F(q)$ of length $n$ and dimension $k$ will be denoted by $[n, k]_{q}$ or by $[n, k, d]_{q}$ where $d$ specifies the minimum distance of the code. In case the code is binary we will omit the field notation. For a positive integer $n$ the notation $[n]$ will refer to the set $\{1, \ldots, n\}$.

Batch codes were first studied by Ishai et al. in [8]. The basic problem refers to the encoding of a length- $n$ message $x$ into an $m$-tuple of strings, called buckets, such that each batch of $k$ bits from $x$ can be decoded by reading at most some $t$ symbols from each bucket. Formally, these codes are defined as follows [8].

Definition 1. An ( $n, N, k, m, t$ ) batch code over $\Sigma$ is defined by an encoding map $\mathcal{E}: \Sigma^{n} \rightarrow\left(\Sigma^{*}\right)^{m}$ (each output is called a bucket) and a decoding map $\mathcal{D}$ such that:

1) The total length of all $m$ buckets is $N$.
2) For any $\boldsymbol{x} \in \Sigma^{n}$ and $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq[n]$,

$$
\mathcal{D}\left(\mathcal{E}(\boldsymbol{x}), i_{1}, \ldots, i_{k}\right)=\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)
$$

and $\mathcal{D}$ probes at most $t$ symbols from each bucket in $\mathcal{E}(x)$ (whose positions are determined by $i_{1}, \ldots, i_{k}$ ).
An $(n, N, k, m, t)$ multiset batch code is an ( $n, N, k, m, t$ ) batch code which also satisfies the following property: For any multiset $i_{1}, \ldots, i_{k} \in[n]$ there is a partition of the buckets into $k$ subsets $S_{1}, \ldots, S_{k} \subseteq[m]$ such that each symbol $x_{i_{j}}, j \in[k]$, can be recovered by reading at most $t$ symbols from each bucket in $S_{j}$.

An $(n, N, k, m)$ (multiset) batch code is an ( $n, N, k, m, 1$ ) (multiset) batch code and a primitive (multiset) batch code is an ( $n, N, k, m$ ) (multiset) batch code in which each bucket contains a single symbol, that is $N=m$.

In another class of codes, called combinatorial batch codes, it is required to have the same properties of batch codes, however the symbols cannot be encoded. Several works have considered codes under this setup; see e.g. [1]-[3], [17]. All codes studied in this work are binary, that is $\Sigma=\{0,1\}$, however all the results in the paper can be extended to the non-binary case as well.

Example 1. It is clear to see that for all $k \leqslant n$ there exists a primitive ( $n, n, k, n$ ) batch code and this is an optimal construction. The simple parity code $[n+1, n, 2]$ is a primitive multiset batch code with parameters $(n, n+1,2, n+1)$.

There are several constructions of batch codes, studied first in [8] and recently in [10], [16], [19]. Since it is not easy to compare between the parameters of these code constructions, we first seek to provide a simple figure of merit which we believe to provide a fair comparison between all the constructions and will allow to evaluate the optimality of each construction. As a result of the multiple parameters in the definition of batch codes, we will fix some of them and optimize the remaining one. For simplicity we assume that the number of bits stored in each bucket is the same, and we denote this value by $\ell$, so $N=\ell m$. Next, we fix the values of $n, k, t$ and $\ell$ and will then seek to optimize the value of $m$ (and thus also $N$ ). In particular, we will have that $t$ and $\ell$ are fixed, where $t \leqslant \ell$, and then study the growth of $m$ as a function of $n$ and $k$. Hence, we denote by $D_{t, \ell}(n, k)$ the smallest $m$ such that an $(n, N, k, m, t)$ batch code exists, where every bucket stores exactly $\ell$ bits. Similarly we let $B_{t, \ell}(n, k)$ denote the smallest $m$ such that an ( $n, N, k, m, t$ ) multiset batch code exists.

In this paper we focus on studying the value of $B_{1,1}(n, k)$, which for simplicity we denote by $B(n, k)$. In particular, we are interested in studying the growth of $B(n, k)$ as a function of $n$ where $k$ is fixed or is a function of $n$. For the simplicity of notations and definitions, in the rest of the paper whenever we refer to a batch code, we refer to a primitive multiset batch code and it is denoted by an $(m, n, k)_{B}$ batch code .
In [5], a similar family of codes was studied, called $k$-server PIR codes, in which $n$ bits where encoded into $m$ bits in a way that every information bit has $k$ mutually disjoint recovering sets. Let us formally define these codes.

Definition 2. A binary $[m, n]$ linear code will be called a $k$ server PIR code if for every information bit $x_{i}, i \in[n]$, there exist $k$ mutually disjoint sets $R_{i, 1}, \ldots, R_{i, k} \subseteq[m]$ such that for all $j \in[k], x_{i}$ is a linear function of the bits in $R_{i, j}$.
PIR codes, as defined in [5], are required to be linear in order to be used in PIR protocols. Even though for the purpose of this work we do not need the linearity property, all constructions we present in the paper will be linear and thus this requirement does not impose another constraint. To be consistent with the notations of the paper, we denote an $[m, n]$ $k$-server PIR code by an $(m, n, k)_{P}$ PIR code.

The main problem studied in [5] with respect to PIR codes was to minimize the value of $m$ given $n$ and $k$. Let us denote this value by $P(n, k)$, where as for batch codes it holds that $P(n, 1)=n$ and $P(n, 2)=n+1$. Note that every $(n, m, k)_{B}$ batch code is also an $(n, m, k)_{P}$ so for all $n, k, B(n, k) \geqslant$ $P(n, k)$.

In [5], it was observed by the codes from [9] that for any fixed $k \geqslant 3$ there is a construction of $(m, n, k)_{P}$ PIR code, where $m=n+O(\sqrt{n})$ and therefore this construction is asymptotically optimal, that is for any fixed $k$, $\lim _{n \rightarrow \infty} P(n, k) / n=1$. Similarly, using the Subcube code construction from [8], it is also possible to derive that if $k$ is fixed then $\lim _{n \rightarrow \infty} B(n, k) / n=1$. Therefore, in order to better understand the efficiency of each construction, we evaluate PIR and batch codes by their redundancy. Thus, we define $r_{B}(n, k)$ to be the value $r_{B}(n, k) \triangleq B(n, k)-n$ and similarly, $r_{P}(n, k) \triangleq P(n, k)-n$.

Hence, $r_{B}(n, 1)=r_{P}(n, 1)=0, r_{B}(n, 2)=r_{P}(n, 2)=1$, for any fixed $k \geqslant 3, r_{P}(n, k)=\Theta(\sqrt{n})$ [14], and thus $r_{B}(n, k)=\Omega(\sqrt{n})$. When possible in the paper we will explicitly calculate the values of $B(n, k)$ and $P(n, k)$, however we will be mostly interested in the order of the value of $r_{B}(n, k)$ for fixed $k$ or the order $r_{B}(n, k)$ and $r_{P}(n, k)$ when $k$ is a function of $n$.

According to [16], there are several results which can be deduced on the behavior of the $r_{B}(n, k)$ when $k$ is a function of $n$. In particular, $r_{B}\left(n, n^{1 / 3}\right) \leqslant n, r_{B}\left(n, n^{1 / t}\right) \leqslant n^{7 / 8}$ for $4 \leqslant t \leqslant 32 / 7$, and $r_{B}\left(n, n^{1 / t}\right) \leqslant n^{4 / t}$ for $32 / 7<t \leqslant 5$. By the Subcube construction from [8], it also follows that for any fixed $k, r_{B}(n, k)=O\left(n^{1-1 /[\lceil\log k\rceil}\right)$. The case where $n=k$ was studied in [19] and it was shown that $B(n, n)=$ $O\left(n^{2} / \log (n)\right)$. For PIR codes, there are different constructions in [5], which use tools from algebraic cyclic codes, different sets, Steiner systems and more. These tools provide several codes, among them are $\left(2^{2 m}+2^{m}+1,2^{2 m}+2^{m}-\right.$ $\left.3^{m}, 2^{m}+1\right)_{P}$ and $\left(2^{2 m}-1,2^{2 m}-3^{m}, 2^{m}\right)_{P}$ PIR codes, and thus it is possible to deduce that $r_{P}(n, \sqrt{n})=O\left(n^{\frac{\log 3}{2}}\right)$.

A batch or PIR code will be called systematic if every information bit appears systematically in the encoded bits. That is, the $n$ information bits, given by the vector $x \in\{0,1\}^{n}$, are encoded to be $\mathcal{E}(\boldsymbol{x})=(\boldsymbol{x}, \boldsymbol{p})$, where the vector $\boldsymbol{p}$ corresponds to the parity bits. Unless stated otherwise we assume that all codes studied in the paper are systematic where the information bits appear first, followed by the parity bits,. Furthermore, when it will be clear from the context, the output of the encoding map will be only the parity part, i.e. $\mathcal{E}(x)=p$.

## III. CONSTRUCTIONS OF BATCH CODES FOR $k \leqslant 7$

The main goal of this section is to give constructions of $(m, n, k)_{B}$ batch codes for $3 \leqslant k \leqslant 7$ and in particular analyze the value $r_{B}(n, k)$.

We first show a useful property of PIR codes which we will take advantage of in our constructions. Even though PIR codes are designed to answer only multiset requests which consist of a single bit, they can successfully answer other requests as long as at most a single bit is requested more than once.

Lemma 3. An $(m, n, k)_{P}$ PIR code can successfully answer all multiset requests of $k$ bits in which at most a single bit is requested more than once.

Proof: Let $\mathcal{C}$ be an $(m, n, k)_{P}$ PIR code with encoding map $\mathcal{E}$ and decoding map $\mathcal{D}$. Assume the information vector $x$ was encoded (systematically) by the encoding map $\mathcal{E}$ to the vector $(\boldsymbol{x}, \boldsymbol{p})$, and let $S$ be a multiset request of $k$ bits. If every bit is requested exactly once then this request can be simply answered by the systematic part of $\boldsymbol{x}$. Hence, we assume that only the first bit is requested more than once, so the multiset $S$ can be represented by $S=\left[i_{0}, i_{0}, \ldots, i_{0}, i_{1}, \ldots, i_{h}\right]$, where $i_{0}$ is requested $k-h$ times. Then, the decoding map $\mathcal{D}$ is invoked to get $k$ mutually disjoint recovering sets for the $i_{0}$-th bit,

$$
\mathcal{D}\left((\boldsymbol{x}, \boldsymbol{p}), i_{0}\right)=\left(R_{1}, R_{2}, \ldots, R_{k}\right)
$$

Since these $k$ sets are mutually disjoint the $h$ bits $i_{1}, \ldots, i_{h}$ can appear in at most $h$ of them and assume without loss of generality that these are the last $h$ sets. Therefore, the $k$ mutually
disjoint sets which recover the $k$ bits in the multiset request $S$ are given by the $k-h$ sets $R_{1}, \ldots, R_{k-h}$ to recover the $i_{0}$-th bit $k-h$ times and the sets $\left\{i_{j}\right\}$ for $j \in[h]$ to recover the other $h$ bits.

According to the property proved in Lemma 3, we can deduce that for $k=3$, a construction of $(m, n, 3)_{P}$ PIR code is also a batch code with the same parameters. That it, we have the following lemma.
Lemma 4. For all positive $n, B(n, 3)=P(n, 3)$.
Proof: Assume $\mathcal{C}$ is an $(m, n, 3)_{P}$ PIR code with encoding map $\mathcal{E}$ and decoding map $\mathcal{D}$. Note that for every multiset request of three bits at most a single bit is requested more than once and therefore according to Lemma 3 this multiset request can be answered by the decoding map $\mathcal{D}$.

Even though the same argument used in Lemma 4 does not hold for $k=4$, it is possible to use the structure of PIR codes from [5] for $k=4$, in which the union of the four recovering sets for each information bit is $[m]$. Therefore we get the following property.

Lemma 5. For all positive $n, B(n, 4)=P(n, 4)$.
Next we continue with the case $k=5$. We cannot repeat the same arguments as for $k=3,4$ since now we may have two bits with more than one query which cannot be resolved as for $k=4$ case. The idea we carry here, and will adopt for other values of $k$, is to generate several partitions of the $n$ information bits into two sets. For each partition, we encode each of the two sets of information bits separately and store the two parity vectors by these encoding operations. Then, in decoding, if we receive a multiset request where two bits are requested more than once, we find a partition of the $n$ information bits where these two bits belong to different sets. Finally, we can decode each information bit separately using the information bits in its set according to the corresponding redundancy vector calculated in the encoding stage.

Before presenting this construction we define the following notations. For a length $-n$ vector $c \in\{0,1\}^{n}$, we denote by $I(\boldsymbol{c})$ to be the indicator set of the vector $\boldsymbol{c}$, that is $I(\boldsymbol{c})=$ $\left\{i: c_{i}=1\right\}$. The vector $\bar{c}$ is the bit-wise complement of the vector $\boldsymbol{c}$, and for a set $S \subseteq[n]$, the vector $\boldsymbol{c}_{S}$ is a length- $|S|$ vector whose indices are given by the set $S$.

Theorem 6. For all positive $n$ large, the following holds,

$$
r_{B}(n, 5) \leqslant r_{P}(n, 5)+2\lceil\log (n)\rceil r_{P}(n / 2,3) .
$$

Proof: For simplicity we assume in the proof that $n$ is a power of two, while the modification for other cases will be clear from the construction. Let $\mathcal{C}_{1}$ be an $\left(m_{1}, n, 5\right)_{P}$ PIR code with encoder $\mathcal{E}_{1}$ and decoder $\mathcal{D}_{1}$, and let $\mathcal{C}_{2}$ be an $\left(m_{2}, n / 2,3\right)_{P}$ PIR code with encoder $\mathcal{E}_{2}$ and decoder $\mathcal{D}_{2}$. Let $r_{1}=m_{1}-n$ be the redundancy of $\mathcal{C}_{1}$ and $r_{2}=m_{2}-n / 2$ the redundancy of $\mathcal{C}_{2}$. Let $G$ be a $\log (n) \times n$ matrix formed by all $\log (n)$-length binary vectors as its columns and let $\mathcal{B}=\left\{\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\log (n)}\right\}$ be the $\log (n)$ rows of the matrix $G$. Note that $G$ can be seen as the generator matrix of the $[n, \log (n), n / 2]$ Hadamard code and has the property that for
every two different column indices $i_{1}, i_{2} \in[n]$ there exists a row $\boldsymbol{u}_{\ell}, \ell \in[\log (n)]$ such that $u_{i, i_{1}} \neq u_{i, i_{2}}$.

We construct an $(m, n, 5)_{B}$ batch code of length $m=n+$ $r_{1}+2(\log (n)) r_{2}$ with encoder $\mathcal{E}$ and decoder $\mathcal{D}$ as follows. Let $x$ be a length $n$ input binary vector, then it is encoded by the first encoder $\mathcal{E}_{1}$ to receive $r_{1}$ redundancy bits $p_{0}=\mathcal{E}_{1}(\boldsymbol{x})$. For each $i \in[\log (n)]$, the vectors $\boldsymbol{x}_{I\left(\boldsymbol{u}_{i}\right)}, \boldsymbol{x}_{I\left(\overline{\boldsymbol{u}_{i}}\right)}$ are encoded by the encoder $\mathcal{E}_{2}$ to receive two parity vectors of $r_{2}$ bits each $\boldsymbol{p}_{i}, \boldsymbol{q}_{i}$, respectively,

$$
\boldsymbol{p}_{i}=\mathcal{E}_{2}\left(x_{I\left(u_{i}\right)}\right), \quad \boldsymbol{q}_{i}=\mathcal{E}_{2}\left(x_{I\left(\bar{u}_{i}\right)}\right)
$$

Together, the vector $x$ is encoded to the vector

$$
\left(\boldsymbol{x}, \boldsymbol{p}_{0}, \boldsymbol{p}_{1}, \boldsymbol{q}_{1}, \boldsymbol{p}_{2}, \boldsymbol{q}_{2}, \ldots, \boldsymbol{p}_{\log (n)}, \boldsymbol{q}_{\log (n)}\right)
$$

Let us now show that this code construction provides an $(m, n, 5)_{B}$ batch code. The decoder $\mathcal{D}$ receives a multiset request $S$ of some five bits $i_{1}, \ldots, i_{5}$ (which can be identical). The case where there are no two bits with more than one request is solved according to Lemma 3 using $\left(\boldsymbol{x}, \boldsymbol{p}_{0}\right)$. Otherwise, there are two cases: $\left\{i_{1}, i_{1}, i_{1}, i_{2}, i_{2}\right\}$ or $\left\{i_{1}, i_{1}, i_{2}, i_{2}, i_{3}\right\}$. In both cases we first find a vector $\boldsymbol{u}_{\ell} \in \mathcal{B}$ such that $u_{\ell, i_{1}}=1$ and $u_{\ell, i_{2}}=0$. Then, in the first case, we decode twice using the decoding map $\mathcal{D}_{2}$ as follows

$$
\mathcal{D}_{2}\left(\left(\boldsymbol{x}_{I\left(\boldsymbol{u}_{\ell}\right)}, \boldsymbol{p}_{\ell}\right),\left(i_{1}, i_{1}, i_{1}\right)\right), \quad \mathcal{D}_{2}\left(\left(\boldsymbol{x}_{I\left(\overline{\boldsymbol{u}_{\ell}}\right)}, \boldsymbol{q}_{\ell}\right),\left(i_{2}, i_{2}\right)\right),
$$

to get five mutually disjoint recovering sets for the five bits in the multiset request $S$. Similarly, in the second case we apply the decoders $\mathcal{D}_{2}\left(\left(\boldsymbol{x}_{I\left(\boldsymbol{u}_{\ell}\right)}, \boldsymbol{p}_{\ell}\right),\left(i_{1}, i_{1}, i_{3}\right)\right)$ and $\mathcal{D}_{2}\left(\left(\boldsymbol{x}_{I\left(\overline{\boldsymbol{u}_{\ell}}\right)}, \boldsymbol{q}_{\ell}\right),\left(i_{2}, i_{2}\right)\right)$.

We can repeat the same ideas and arguments as in the last proof and get the following result.

## Theorem 7. For all $n$, the following holds,

1) $r_{B}(n, 6) \leqslant r_{P}(n, 6)+2\lceil\log (n)\rceil r_{P}(n / 2,4)$.
2) $r_{B}(n, 7) \leqslant r_{P}(n, 7)+2\lceil\log (n)\rceil r_{P}(n / 2,5)$.

The next corollary summarizes the results in the section.

## Corollary 8.

1) For $k \in\{3,4\}, r_{B}(n, k)=O(\sqrt{n})$.
2) For $k \in\{5,6,7\}, r_{B}(n, k)=O(\sqrt{n} \log n)$.

## IV. CONSTRUCTIONS FOR LARGE FIXED $k$

Our goal in this section is to extend the results we derived in Section III for larger values of $k$. Using this extension, we will be able to show that for any fixed $k \geqslant 8$, $r_{B}(n, k)=O(\sqrt{n} \log (n))$. Note that the main idea in using Hadamard codes in Theorem 6 was to have partitions of the $n$ bits into $\log (n)$ partitions such that every two bits can be split by at least one partition. That is, we found $\log (n)$ sets $T_{1}, T_{2}, \ldots, T_{\log (n)}$ such that for every pair of different indices $i, j \in[n]$ there exists a set $T_{h}$ for some $h \in[\log (n)]$ such that either $i$ or $j$ belongs to $T_{h}$. In order to build upon this approach we extend this property and construct codes that satisfy this extension.

A set of sets $P$ is called a $q$-partition of $[n]$ if $P$ consists of $q$ mutually disjoint subsets of $[n]$ which their union is $[n]$. That is, $P=\left\{U_{1}, \ldots, U_{q}\right\}$, where $U_{i} \cap U_{j}=\emptyset$ for
every two different indices $i, j \in[q]$, and $\cup_{i=1}^{q} U_{i}=[n]$. A $q$-partition $P=\left\{U_{1}, \ldots, U_{q}\right\}$ covers a set of $q$ indices $X=$ $\left\{x_{1}, \ldots, x_{q}\right\} \subseteq[n]$ if the $q$ indices are all in different subsets, i.e. for all $i \in[q],\left|U_{i} \cap X\right|=1$. A set of $q$-partitions $\mathcal{P}=\left\{P_{1}, \ldots, P_{s}\right\}$ is called complete if it covers every set $X \subseteq[n]$ of $q$ indices.

## Example 2. The following set of 2-partitions

$$
\mathcal{P}_{4}=\left\{P_{1}=\{\{1,2\},\{3,4\}\}, P_{2}=\{\{1,3\},\{2,4\}\}\right\}
$$

of [4] is complete, and the set $\mathcal{P}_{8}$ of 2-partitions of [8] is complete as well, where

$$
\begin{aligned}
& \mathcal{P}_{8}=\left\{P_{1}=\{\{1,2,3,4\},\{5,6,7,8\}\},\right. \\
& P_{2}=\{\{1,2,5,6\},\{3,4,7,8\}\} \\
&\left.P_{3}=\{\{1,3,5,7\},\{2,4,6,8\}\}\right\} .
\end{aligned}
$$

It is not hard to see that for every $n$ and $q \leqslant n$ there exists a complete set of $q$-partitions of $[n]$. Hence, the goal is to find a complete set of minimum cardinality. For example, using Hadamard codes it is possible to construct for all $n$ a set of $\lceil\log (n)\rceil$ 2-partitions of $[n]$ and this construction is optimal. We denote by $S(n, q)$ the minimum cardinality of a set of $q$-partitions of $[n]$, which is complete. Therefore, $S(n, 2)=$ $\lceil\log (n)\rceil$.

Using the construction of complete sets of $q$-partitions we derive the following result.
Theorem 9. For all positive $n$ and fixed $k$, the following holds
$r_{B}(n, k) \leqslant r_{P}(n, k)+\left\lfloor\frac{k}{2}\right\rfloor S(n,\lfloor k / 2\rfloor) r_{P}\left(\left\lceil\frac{n}{\lfloor k / 2\rfloor}\right\rfloor, k-2\right)$.
Proof: For simplicity let us assume that $k$ is even and $n$ is a multiple of $k / 2$. The modifications for other cases will be clear from the proof. Let $\mathcal{C}_{1}$ be an $\left(m_{1}, n, k\right)_{P}$ PIR code with redundancy $r_{1}=m_{1}-n$, encoder $\mathcal{E}_{1}$, and decoder $\mathcal{D}_{1}$, and let $\mathcal{C}_{2}$ be an $\left(m_{2}, 2 n / k, k-2\right)_{P}$ PIR code with redundancy $r_{2}=m_{2}-2 n / k$, encoder $\mathcal{E}_{2}$ and decoder $\mathcal{D}_{2}$. Let $\mathcal{P}$ be a complete set of $(k / 2)$-partitions of size $s=S(n, k / 2), \mathcal{P}=$ $\left\{P_{1}, \ldots, P_{s}\right\}$. We construct an $(m, n, k)_{B}$ batch code of length $m=n+r_{1}+(k / 2) \cdot s \cdot r_{2}$ with the following encoder $\mathcal{E}$ and decoder $\mathcal{D}$.

Let $x$ be a length- $n$ input binary vector, then it is encoded by the first encoder $\mathcal{E}_{1}$ to receive $r_{1}$ redundancy bits $p_{0}=$ $\mathcal{E}_{1}(\boldsymbol{x})$. For each $i \in[s]$, we encode using the $i$-th $(k / 2)$ partition $P_{i}$ as follows. The ( $k / 2$ )-partition $P_{i}$ is denoted by $P_{i}=\left\{U_{i, 1}, \ldots, U_{i, k / 2}\right\}$, and for $j \in[k / 2]$, we encode

$$
\mathcal{E}_{2}\left(x_{U_{i, j}}\right)=p_{i, j}
$$

Together, the vector $x$ is encoded to the vector

$$
\left(\boldsymbol{x}, \boldsymbol{p}_{0}, \boldsymbol{p}_{1,1}, \ldots, \boldsymbol{p}_{1, k / 2}, \ldots, \boldsymbol{p}_{s, 1}, \ldots, \boldsymbol{p}_{s, k / 2}\right)
$$

The decoder $\mathcal{D}$ receives a multiset request of $k$ bits $S=$ $\left[i_{1}, \ldots, i_{k}\right]$. Assume the requested bits without repetitions are $i_{1}, \ldots, i_{k^{\prime}}$, and that the first $k^{*} \leqslant k^{\prime}$ bits were requested more than once. Note that in particular, $k^{*} \leqslant k / 2$. We consider the following two cases:

1) $k^{*}=1$ : In this case there are no two bits with more than one query and so according to Lemma 3 we can apply the decoder $\mathcal{D}_{1}$ with the encoded vector $\left(\boldsymbol{x}, \boldsymbol{p}_{0}\right)$ and the multiset request $S$ to find $k$ mutually disjoint recovering sets for the $k$ bits.
2) $k^{*}>1$ : Since the set $\mathcal{P}$ is a complete set of $k / 2-$ partitions and $k^{*} \leqslant k / 2$, there exists a $k / 2$-partition $P_{\ell}=\left\{U_{\ell, 1}, \ldots, U_{\ell, k / 2}\right\} \in \mathcal{P}$ for some $\ell \in[s]$ which covers the set of indices $\left\{i_{1}, \ldots, i_{k^{*}}\right\}$. Therefore, for $j \in\left[k^{*}\right]$ we can decode the bit $i_{j}$ with its repetitions by the decoder $\mathcal{D}_{2}$ using the information bits $x_{U_{\ell, j}}$ and the parity part $p_{\ell, j}$. Lastly, all the bits which are requested once will be decoded with the first bits $i_{1}$. Note that in all cases, the size of all input multiset requests to the decoding map $\mathcal{D}_{2}$ is at most $k-2$.
Lastly, in order to fully characterize the value of $r_{B}(n, k)$ we seek the study the value of $S(n, q)$. We accomplish this task in the following lemma.
Lemma 10. For all $n$ and $q$ such that $q \leqslant n$, the following holds

$$
S(n, q) \leqslant\left\lceil\frac{\log \binom{n}{q}}{-\log \left(1-\frac{q!}{q^{q}}\right)}\right\rceil
$$

Proof: First, note that it is possible to represent every $q$-partition of $[n]$ as a vector in $[q]^{n}$. We can also think in the other direction that every vector in $[q]^{n}$ represents a $q$-partition of $[n]$ while we allow some of the subsets to be empty (in case some of the symbols in $[q]$ do not appear in the vector).

For a subset $X \subseteq[n]$ of size $q$ and a vector $v \in[q]^{n}$ we say that $v$ covers $X$ if the projection of $v$ on the $q$ positions in $X$ forms a permutation of $[q]$. Hence, the $q$-partition which is represented by the vector $v$ also covers the set $X$.

For a fixed set $X$, if the vector $v$ is chosen uniformly at random then the probability that $v$ covers the set $X$ is $q!/ q^{q}$. Hence if we draw some $s$ vectors independently uniformly at random from the set $[q]^{n}$, then the probability that none of them covers the set $X$ is

$$
\left(1-\frac{q!}{q^{q}}\right)^{s}
$$

For each of the $\binom{n}{q}$ subsets $X$ of size $q$, let $Y_{X}$ be the corresponding indicator random variable $Y_{X}$ as follows:
$Y_{X}= \begin{cases}0 & \text { if } X \text { is covered by at least one of the } s \text { vectors, } \\ 1 & \text { otherwise. }\end{cases}$
Define $Z=\sum_{X \in\binom{[n]}{q}} Y_{X}$ to be the random variable which counts the number of subsets $X$ which are not covered after $s$ independent draws of vectors in $[q]^{n}$. By linearity of expectation we have that

$$
E[Z]=\sum_{X \in\binom{[n]}{q}} E\left[Y_{X}\right]=\binom{n}{q}\left(1-\frac{q!}{q^{q}}\right)^{s}
$$

Therefore, if $E[Z] \leqslant 1$ then there exists at least one realization of the $s$ draws that achieves the value $Z=0$, that is all subsets $X \subseteq[n]$ of size $q$ will be covered by at least one of the vectors in this realization. Specifically, the value

$$
s=\left\lceil\frac{\log \binom{n}{q}}{-\log \left(1-\frac{q!}{q^{q}}\right)}\right\rceil
$$

satisfies this requirement which proves the lemma's statement.
Combining the proof or Theorem 9 and Lemma 10 we get the following corollary.

Corollary 11. For all $n$ and $k$,
$r_{B}(n, k) \leqslant r_{P}(n, k)+\left\lfloor\frac{k}{2}\right\rfloor\left[\frac{\log \binom{n}{\lfloor k / 2\rfloor}}{-\log \left(1-\frac{\left\lfloor\frac{k}{2}\right\rfloor!}{\left.\left\lfloor\frac{k}{2}\right\rfloor \frac{k}{2}\right\rfloor}\right)}\right] r_{P}\left(\left[\frac{n}{\left\lfloor\frac{k}{2}\right\rfloor}\right\rfloor, k-2\right)$.

## In particular if $k$ is fixed then,

$$
r_{B}(n, k)=O(\sqrt{n} \log (n))
$$

It is possible to apply the ideas of this construction also when $k$ is not fixed, and we state here the following result.
Theorem 12. For $n$ and $k$ large enough

$$
r_{B}(n, k)=O\left(k^{2.5} \log (n) \cdot e^{k / 2} r_{P}(n, k)\right)
$$

In particular for $k=\log (\log (n))$ we get

$$
r_{B}(n, \log (\log (n)))=O \underset{\text { REFERENCES }}{\left((\log (\log n))^{2.5}(\log (n))^{\frac{2+\log e}{2}} r_{P}(n, k)\right) .}
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