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Abstract—Motivated by the error behavior in DNA storage channels, in this work we extend the previously studied sequence reconstruction problem by Levenshtein. The reconstruction problem studies the model in which the information is read through multiple noisy channels, and the decoder, which receives all channel estimations, is required to decode the information. For the combinatorial setup, the assumption is that all the channels cause at most some \( t \) errors. However, since the channels do not necessarily have the same behavior, we generalize this model and assume that the channels are not identical and thus may cause a different maximum number of errors. For example, we assume that there are \( N \) channels that cause at most \( t_1 \) or \( t_2 \) errors, where \( t_1 < t_2 \), and the number of channels with at most \( t_2 \) errors is at least \( \lfloor pN \rfloor \), for some fixed \( 0 < p < 1 \). If the information codeword belongs to a code with minimum distance \( d \), the problem is then to find the minimum number of channels that guarantees successful decoding in the worst case.

I. INTRODUCTION

The sequence reconstruction problem was first proposed and studied by Levenshtein in [8], [9]. In this model, a codeword is transmitted over multiple channels and a decoder, which receives all channel outputs, decodes the transmitted word. The assumption is that all channels are the same and are uncorrelated, with the only exception that all channel outputs are different from each other. This model was originally motivated by chemical and biological processes where the information is replicated and can be read from different noisy sources. However, it was also shown to be relevant in storage technologies, where the stored information has multiple copies or a single copy is read by several different read heads. Specifically, the applicability of this model is most relevant to DNA storage [1], [2], [16], [17], [18]. Both for in vitro and in vivo storage systems, the information has a large number of copies stored in DNA strands and the goal is to read these strands and reconstruct the data, while every estimation of the data is erroneous.

The reconstruction model studied by Levenshtein and later by others was combinatorial. Suppose all words belong to some space \( V \) with distance function \( \rho \). It is assumed that the information codeword \( x \) belongs to a code with minimum distance \( d \) and the number of errors in every channel is at most \( t \). Then, the goal is to find the minimum number of channels that guarantees unique decoding in the worst case. Clearly, if \( t < \lfloor (d-1)/2 \rfloor \), then a single channel is sufficient. Otherwise, it was shown that this number has to be greater than the largest intersection of two balls with radius \( t \) and minimum distance \( d \) between their centers, that is,

\[
\max \{ |B_t(x) \cap B_t(z) : x, z \in V, \rho(x, z) \geq d \},
\]

where \( B_t(x) = \{ y \in V : \rho(x, y) \leq t \} \). Later, this combinatorial problem was studied for several channels. In [8], Levenshtein studied the cases of substitution errors, the Johnson graphs, and several more general metric distances. More results for other general error graphs were given in [10], [11], and in [5], [6], [7], it was studied for permutations. The case of permutations with the Kendall’s \( \tau \) distance were investigated in [15] as well as the Grassmann graph case. Levenshtein’s results for deletions and insertions in [9] were extended in [13] for insertions and in [3] for deletions. In [14], the connection between the reconstruction problem and associative memories was studied, and in [4] it was analyzed for the purpose of asymptotically improving the Gilbert-Varshamov bound.

Motivated by the error behavior in DNA storage, in this work, we generalize Levenshtein’s model and assume a combinatorial model where the channels are not identical. When reading the data stored in DNA strands, it may happen that some estimations are more noisy than the others [16]. In the reconstruction model this is translated to channels that cause a different maximum number of errors. For example, it is known that for substitution errors, if the transmitted word belongs to a code with minimum Hamming distance \( 3 \) and there are at most \( 2 \) errors in every channel, then \( 7 \) channels are necessary and sufficient for successful decoding. However, if at most \( 2 \) channels cause two errors (and the rest \( 1 \) error), then we show that \( 5 \) channels are necessary and sufficient for successful decoding. In [12], a similar problem was studied for the setup in which every channel can cause a different number of insertions.

Formally, we define this model as follows. Let \( \ell \) be the number of possible types of channels. For \( T = (t_1, \ldots, t_\ell) \) and \( P = (p_1, \ldots, p_\ell) \), where \( t_1 < \cdots < t_\ell \in \mathbb{N} \) and \( 0 < p_1 < \cdots < p_{\ell-1} < p_\ell = 1 \), we say that a system with \( N \) channels is a \((T, P)\)-channel system if for \( 1 \leq i \leq \ell \), \([p_i N]\) of the channels cause at most \( t_i \) errors. For example, Levenshtein’s model is a special case with \( \ell = 1 \) and \( p_1 = 1 \). Our goal in this work is to study the minimum number of channels \( N \) required for a \((T, P)\)-channel system for successful decoding when the information is a codeword which belongs to a code with minimum distance \( d \). Note that in this case there are two setups we can study, namely, given a \((T, P)\)-channel system, the decoder may or may not know the type of each channel. Our main focus will be on substitution errors while other channels are left for future work.

The rest of the paper is organized as follows. In Section II, we formally define the models. In Section III we solve the reconstruction problem for the case \( \ell = 2 \), and we apply this solution for substitution errors in Section IV. Then, in Section V, we extend this analysis for arbitrary \( \ell \), and finally in Section VI, we consider special cases of \( \ell = 2 \). Due to the lack of space, some of the proofs in the paper are omitted or shortened.

II. DEFINITIONS AND PROBLEM SETUP

For a positive integer \( h \), we denote by \([h]\) the set \{1, 2, \ldots, h\}. Let \( V \) be a finite set with a distance function \( \rho : V \times V \rightarrow \mathbb{N} \). For \( x \in V \), the ball of radius \( t \) centered at \( x \) is the set \( B_t(x) = \{ y : \rho(x, y) \leq t \} \). A combinatorial channel \( C \) is called a \( t \)-error channel, if for any input \( x \in V \) the output of \( C \) is in \( B_t(x) \).
A channel system is a system consisting of some $N$ combinational channels $C_1, C_2, \ldots, C_N$. We say that a word $x \in V$ is transmitted over the channel system if $x$ is transmitted over $C_i$ for all $i \in [N]$, and $y_i$ is the output of the $i$th channel. The receiver applies a decoding function $D(y_1, \ldots, y_N)$ in order to reconstruct the transmitted word $x$, and exact reconstruction happens when $x = D(y_1, \ldots, y_N)$. In this paper we only refer to the exact reconstruction problem and we assume that all channel outputs are different from each other.

Let $T = (t_1, \ldots, t_L)$ and $P = (p_1, \ldots, p_L)$ such that $t_1 < t_2 < \cdots < t_L \in \mathbb{N}$ and $0 < p_1 < p_2 < \cdots < p_{L-1} < p_L = 1$. A channel system with $N$ combinational channels is called a $(T, P)$-channel system if for each $i \in [L]$, $[p_i, N]$ of the channels are $t_i$-error channels. The size of a channel system is the number of channels comprised in it.

We consider two models, which depend upon whether the behavior of each specific channel is known or unknown to the decoder. In the first channel system, called the sequenced-channel system, the decoder knows the maximum number of errors in every channel. However, in the second channel system, called the non-sequenced-channel system, only the distribution of the errors in the channels is known to the decoder, but the number of errors in each individual channel is unknown. For example, the decoder may know that half of the channels are $t_1$-error channels, and the rest are $t_2$-error channels, but it does not know what the exact type of each channel is.

For $U \subseteq V$, we denote by $N^u(T, P, U)$ the minimum size of a $(T, P)$-non-sequenced-channel system such that every $x \in U$ has exact reconstruction. Similarly, $N^k(T, P, U)$ is defined for the sequenced-channel system. Note that $N^k(T, P, U) \leq N^u(T, P, U)$. In the rest of the paper, whenever we write $g$, we refer to $g \in \{k, u\}$.

The main problem we study in this paper is formulated as follows.

**Problem 1.** Let $V$ be a finite set with distance function $\rho: V \times V \rightarrow \mathbb{N}$, $T = (t_1, \ldots, t_L)$, and $P = (p_1, \ldots, p_L)$. For all $U \subseteq V$, find the values of $N^u(T, P, U)$ and $N^k(T, P, U)$.

**III. THE CASE $\ell = 2$**

In this section we study Problem 1 for two types of channels. This result generalizes the case studied by Levenshtein when all the channels are identical [8].

For $x, z \in V$ and $t_1 < t_2 \in \mathbb{N}$ we define $I(x, z, t_1, t_2) = B_{t_1}(x) \cap B_{t_2}(z), I(x, z, t_1) = B_{t_1}(x) \cap B_{t_1}(z)$, and $N(x, z, t_1, t_2) = |I(x, z, t_1, t_2)|, N(x, z, t_1) = |I(x, z, t_1)|$.

In the sequel, we assume that $x \neq z$. It is clear that $N^u(T, P, U) = \max\{N^u(T', P', \{x, z\}) : x, z \in U\}$.

Hence, we focus on finding the value of $N^u(T', P', \{x, z\})$ for all $x, z \in U$. Recall that a $(T' = (t_1, t_2), P = (p, 1))$-channel system of size $N$ is a set of $N$ combinational channels, where $[pN]$ of the channels are $t_1$-error channels and the others are $t_2$-error channels.

The following theorem solves Problem 1 for the sequenced model. We omit its proof since it is a simplified version of the non-sequenced case.

**Theorem 1.** If $U = \{x, z\} \subseteq V$, $T = (t_1, t_2)$, and $P = (p, 1)$ then $N^k(T, P, U) = N + 1$, where

$$N = \min\{N(x, z, t_1)/p, N(x, z, t_2)\}.$$ 

In the rest of this section, we present the solution for the non-sequenced model. We define $N'(x, z, t_1, p) = \min\{L: 2[pL] - L > N(x, z, t_1), L \geq 1\} - 1$, where $\min\emptyset = \infty$. This value will be used in calculating the value of $N^u(T, P, \{x, z\})$. The following proposition studies the value of $N'(x, z, t_1, p)$.

**Proposition 2.** For $0 < p \leq 1/2$:

$$N'(x, z, t_1, p) = \begin{cases} 0 & \text{if } N(x, z, t_1) = 0, \\ \infty & \text{otherwise}. \end{cases}$$

For $1/2 < p < 1$:

$$\frac{N(x, z, t_1) - 2}{2p - 1} \leq N'(x, z, t_1, p) \leq \frac{N(x, z, t_1)}{2p - 1}.$$ 

We note that if $x$ is transmitted over a channel system with $N$ channels, then at least $[pN]$ of the outputs are in $B_{t_1}(x)$, and all the $N$ outputs in $B_{t_2}(x)$. Thus, to support exact reconstruction for $x$, we require that for every $z \in U$, there are no $N$ outputs such that all the following three conditions hold simultaneously

(1) at least $[pN]$ of the outputs are in $B_{t_1}(x)$,
(2) at least $[pN]$ of the outputs are in $B_{t_2}(z)$,
(3) all the $N$ outputs are in $B_{t_2}(x) \cap B_{t_2}(z)$.

The following theorem establishes our result in calculating the value of $N^u(T, P, U)$.

**Theorem 3.** If $U = \{x, z\} \subseteq V$, $T = (t_1, t_2)$, and $P = (p, 1)$ then $N^u(T, P, U) = N + 1$, where

$$N = \min\{\frac{[N(x, z, t_1, t_2)/p]}{N(x, z, t_1)}, \frac{[N(x, z, t_1, t_2)/p]}{N(x, z, t_1, t_2)}\}.$$ 

**Proof.** If a $(T, P)$-channel system consists of $J = N + 1$ channels, then, by the definition of $N$, at least one of the following conditions holds:

(1) $J \geq [N(x, z, t_1, t_2)/p] + 1$,
(2) $J \geq [N(x, z, t_1, t_2)/p] + 1$,
(3) $J \geq [N(x, z, t_1, t_2)/p] + 1$.

The first condition implies $[pN] \geq pJ \geq p \cdot ([N(x, z, t_1, t_2)/p] + 1)$

$$> p \cdot \frac{N(x, z, t_1, t_2)}{N(x, z, t_1, t_2)} = N(x, z, t_1, t_2).$$

By the same computation for the second condition, we conclude that at least one of the following conditions holds:

(1) $[pN] \geq N(x, z, t_1, t_2)$,
(2) $[pN] \geq N(x, z, t_1, t_2)$,
(3) $J \geq N(x, z, t_1, t_2)$.

From Condition (4), we assume that $m$ outputs in $B_{t_1}(x)$, and $N$ outputs in $B_{t_2}(x)$, then not all the outputs are in $B_{t_2}(x)$. If Condition (2) holds, there are no $[pN]$ outputs in $B_{t_2}(x)$. Thus, if one of conditions (1), (2), or (3) holds, then $z$ will not be decoded incorrectly. For Condition (4), assume that we have $m$ outputs in $B_{t_1}(x, z, t_1)$, where $m \leq N(x, z, t_1)$. In order to decode $z$ correctly we must have at least $[pN] - m$ outputs in $I(x, z, t_1, t_2)$.

Furthermore, since $x$ was transmitted at least $[pN] - m$ outputs are in $I(x, z, t_1, t_2) \cap I(x, z, t_1)$. Thus, we must have that $2[pN] - m \leq J$ in contradiction to Condition (4).

For the second direction we have to prove that $N$ channels are not sufficient for exact reconstruction where $U = \{x, z\}$. The following four conditions hold simultaneously.

(1) $[pN] \leq N(x, z, t_1, t_2)$,
(2) $[pN] \leq N(x, z, t_1, t_2)$,
(3) $N \leq N(x, z, t_1, t_2)$,
(4) $2[pN] - N(x, z, t_1, t_2) \leq N$.

Note that for $J > N + 1$, a $(T, P)$-non-sequenced-channel system of size $J$ may not support exact reconstruction. That could happen only if $J \leq \min\{[N(x, z, t_1, t_2)/p], [N(x, z, t_1, t_2)/p], N(x, z, t_2)\}$.
The first condition is derived as follows. If \( [pN] = pN \), then
\[
[pN] = pN \leq p \cdot \frac{N(x, z, t_1, t_2)}{p} = p \cdot \frac{N(x, z, t_1, t_2)}{p} = N(x, z, t_1, t_2).
\]

Otherwise, \( [pN] = [pN] + 1 \), and
\[
[pN] = [pN] + 1 < p \frac{N(x, z, t_1, t_2)}{p} + 1 = N(x, z, t_1, t_2) + 1.
\]

Thus, for both cases, \( [pN] \leq N(x, z, t_1, t_2) \). The second condition is obtained by the same way.

For this part, we present a set of \( N \) outputs which can be the outcome when transmitting either \( x \) or \( z \). Let \( m = N(x, z, t_1, t_2) \). If \( m < [pN] \), then outputs are in \( I(x, z, t_1, t_2) \). If \( m = [pN] \), then outputs are in \( I(x, z, t_1, t_2) \). Otherwise, \( m > [pN] \), and then outputs are in \( I(x, z, t_1, t_2) \) and all the rest are in \( I(x, z, t_1, t_2) \). Thus, at least \( [pN] \) of the outputs are in \( B_{t_2}(x) \), and all the \( N \) outputs are in \( B_{t_2}(x) \), and the same holds for \( z \).

\[ \square \]

Note that the setup where all the channels are \( t \)-error channels is a special case of \( N^u(T, P, U) \) and \( N^k(T, P, U) \) for \( T = (t_2, t_2) \) and \( P = (1, 1) \).

The following corollary is deduced immediately by Proposition 2 and Theorem 3.

**Corollary 4.** \( N^u(T, P, \{x, z\}) = N + 1 \) where \( N \) is defined as follows. For all \( 0 < p \leq 1/2 \):
\[
N = \begin{cases} 
0 & \text{if } N(x, z, t_1, t_2) = 0 \\
\min \{N(x, z, t_1, t_2)/p, N(x, z, t_1, t_2)/p\} & \text{otherwise}.
\end{cases}
\]

For \( 1/2 < p < 1 \):
\[
N = \min \{N(x, z, t_1, t_2)/p, N(x, z, t_2), N(x, z, t_1, t_2)/p, N'(x, z, t_1, t_2)/p\},
\]

In the following section we show how to apply the result from Corollary 4 to explicitly solve Problem 1 with \( \ell = 2 \) for substitution errors over the binary alphabet.

IV. **Substitution errors**

Let \( V = \{0, 1\}^n \) be the set of all length \( n \) words over the binary alphabet. The Hamming distance function \( \rho(x, z) \): \( V \times V \rightarrow \mathbb{N} \) is defined by \( \rho(x, z) = |\{i : x_i \neq z_i\}| \).

Note that for all \( x, z \in V \), \( N(x, z, t_1, t_2) \) and \( N(x, z, t_1, t_2) \) depend only on \( d(x, z) \). Thus, for \( x, z \in V \) such that \( d = \rho(x, z) \), we denote by \( N(d, t_2) \) and \( N(d, t_1, t_2) \) the values \( N(x, z, t_1, t_2) \) and \( N(x, z, t_1, t_2) \), respectively. Let \( N^u(T, P, d) \) be defined as the maximum value of \( N^u(T, P, \{x, z\}) \) for all \( U \) such that \( d(U) \geq d \). As before we get that
\[
N^u(T, P, d) = \max \{N^u(T, P, \{x, z\}) : x, z \in V, \rho(x, z) = d\}.
\]

The next theorem proves that for all \( d \geq 1, N^u(T, P, d) \geq N^u(T, P, d + 1) \). This desirable property, known as the monotonicity by intersection [8], holds also in our case.

**Theorem 5.** For fixed \( p, 0 < p < 1, d, \geq 1 \) and \( t_1 < t_2 \),
\[
N^u(T, P, d) \geq N^u(T, P, d + 1), \text{ where } T = (t_1, t_2) \text{ and } P = (p, 1).
\]

According to Theorem 5, in order to calculate the value of \( N^u(T, P, d) \) it is enough to find the value of \( N^u(T, P, \{x, z\}) \).

\[ \square \]

The following lemma was shown in [8].

**Lemma 6.** For \( t, d \geq 1 \),
\[
N(d, t, t_2) = \sum_{i=0}^{t_2 - 1} \binom{d - i}{i} \sum_{k=t_2-i+1}^{t_2} \binom{d}{k},
\]
where \( \left( \begin{smallmatrix} d \\backslash \\ell \end{smallmatrix} \right) = 0 \) if \( a < b \) or \( b < 0 \).

Note that \( t - \left( \begin{smallmatrix} d \\backslash \ell \end{smallmatrix} \right) = \left( t - \frac{d}{\ell} \right) \). By similar combinatorial computation, we can compute the value of \( N(d, t_1, t_2) \).

**Lemma 7.** For \( t_1 \leq t_2 \),
\[
N(d, t_1, t_2) = \sum_{i=0}^{t_1 - d - 1} \binom{d - i}{i} \sum_{k=t_2-i+1}^{t_2} \binom{d}{k},
\]

The following two lemmas compare between the three components which determine the value of \( N^u(T, P, d) \), for \( d \geq 1, t_1 < t_2 \in \mathbb{N} \), and fixed \( 0 < p < 1 \). Lemma 8 compares between \( N(d, t_1, t_2)/p \) and \( N(d, t_2) \).

**Lemma 8.** For any fixed \( p \) and \( n \) sufficiently large the following holds. If \( d \) is odd, \( p \leq 1/2 \), and \( t_2 = t_1 + 1 \), then
\[
N(d, t_2) < \frac{N(d, t_1, t_2)}{p}. \quad \text{Otherwise,}
\]
\[
N(d, t_2) \geq \frac{N(d, t_1, t_2)}{p}.
\]

**Proof.** Note that
\[
N(d, t_2) = \Theta(n \left( \frac{2d - 1}{\ell} \right)) \text{ and } N(d, t_1, t_2) = \Theta(n \left( \frac{d + 1}{\ell} \right)).
\]

Thus, we compare between the powers \( \left( \frac{2d - 1}{\ell} \right) \) and \( \left( \frac{d + 1}{\ell} \right) \). If \( t_2 = t_1 + 1 \) and \( d \) is odd then \( \left( \frac{2d - 1}{\ell} \right) > \left( \frac{d + 1}{\ell} \right) \). In all other cases, \( \left( \frac{2d - 1}{\ell} \right) > \left( \frac{d + 1}{\ell} \right) \), and hence \( N(d, t_2) > \frac{N(d, t_1, t_2)}{p} \).

Thus, the coefficient of the dominant powers in \( N(d, t_2) \) is twice the coefficient of the corresponding term in \( N(d, t_1, t_2) \). But, \( N(d, t_1, t_2) \) is multiplied by \( 1/p \). Thus, for \( p > 1/2 \) we have
\[
\frac{N(d, t_1, t_2)}{p} \leq N(d, t_2),
\]
and for \( p < 1/2 \),
\[
\frac{N(d, t_1, t_2)}{p} > N(d, t_2).
\]

For \( p = 1/2 \), we compare the coefficient of the second dominant powers in these two terms and get that
\[
\sum_{k=m-1}^{m+1} \binom{d}{k} < 2 \sum_{k=m-1}^{m+1} \binom{d}{k}.
\]
Thus, we conclude that for this case \( N(d, t_1, t_2)/p > N(d, t_2) \).

**Lemma 9.** For any fixed \( p \) and \( n \) sufficiently large the following holds. If \( d \) is even, \( t_2 = t_1 + 1 \), and \( 1/2 < p \leq 2/3 \) or \( 2/3 < p < 3/4 \) and \( d = \frac{2p}{p^2 - 2} \), then
\[
\frac{N(d(t_1), t_2)}{2p - 1} > \left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor.
\]

Otherwise,
\[
\frac{N(d(t_1), t_2)}{2p - 1} \leq \left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor.
\]

**Proof.** Note that
\[
N(d, t_1) = \Theta(n^{\frac{1}{2d+2} - \frac{1}{d}}) \text{ and } N(d, t_1, t_2) = \Theta(n^{\frac{1}{2d+2} - \frac{1}{d} - \frac{1}{t_2}}).
\]
Thus, we compare the powers \(\frac{1}{2d+2} - \frac{1}{d} = \frac{1}{2d+2} - \frac{1}{d} - \frac{1}{t_2}\). If \(t_2 = t_1 + 1\) and \(d\) is even then \(t_2 = t_1 + 1\) and \(d\) is even then \(\frac{1}{2d+2} - \frac{1}{d} - \frac{1}{t_2}\). In all other cases, \(\frac{1}{2d+2} - \frac{1}{d} - \frac{1}{t_2}\), and hence, \(\frac{N(d(t_1), t_2)}{2p - 1} \leq \left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor\).

For the case of \(t_2 = t_1 + 1\) and even \(d\), we compare the coefficients of the dominant powers.
\[
\frac{1}{2p - 1} \left( \frac{d}{d/2} \right),
\]
while the corresponding coefficient in \(\left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor\) is
\[
\frac{1}{p} \left( \frac{d}{d/2} \right) + \left( \frac{d}{d/2 - 1} \right) = \frac{2d + 2}{(d/2) \left( d/2 \right)}.
\]

The inequality \(2d + 2 \leq \frac{1}{2p - 1}\) holds if and only if
\[(p \leq 2/3) \text{ or } (2/3 < p < 3/4 \text{ and } d < \frac{2 - 2p}{3p - 2}).\]

Therefore, we conclude that
\[
\frac{N(d(t_1), t_2)}{p} \leq \left\lfloor \frac{N(d(t_1), t_2)}{2p - 1} \right\rfloor
\]
if and only if \(d\) is even, \(t_2 = t_1 + 1\), and \((1/2 < p < 2/3) \text{ or } (2/3 < p < 3/4 \text{ and } d < \frac{2 - 2p}{3p - 2})\).

According to Corollary 4, Lemma 8, and Lemma 9, we can now summarize the results for the binary substitutions case.

**Corollary 10.** For any fixed \(p\) and \(n\) sufficiently large the following holds.

- For \(0 < p < 1/2\):
  \[
  N^u(T, P, d) = \begin{cases} 
  1 & \text{if } d > 2t_1, \\
  \Theta(n^{\frac{1}{2d+2} - \frac{1}{d}}) & \text{otherwise}.
  \end{cases}
  \]

- For \(1/2 < p < 1\):
  \[
  N^u(T, P, d) = \Theta(n^{\frac{1}{2d+2} - \frac{1}{d} - \frac{1}{t_2}}).
  \]

More specifically,

- For \(0 < p < 1/2\):
  \[
  N^u(T, P, d) = \begin{cases} 
  N(d(t_2), t_1 + 1) & \text{if } d \text{ is even, } t_2 = t_1 + 1, \\
  \left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor + 1 & \text{otherwise}.
  \end{cases}
  \]

- For \(1/2 < p < 1\):
  \[
  N^u(T, P, d) = \begin{cases} 
  N^u(T, P, d) & \text{if } d \text{ is even, } t_2 = t_1 + 1, \\
  \left\lfloor \frac{N(d(t_1), t_2)}{p} \right\rfloor & \text{and } \left( \frac{1}{2} < p \leq \frac{3}{4} \right) \lor \left( \frac{3}{4} < p < \frac{5}{6} \right) \\
  N^u(T, P, d) & \text{otherwise}.
  \end{cases}
  \]

We note that we can generalize Lemma 8 for non fixed values of \(p\), i.e., for \(p\) which is a function of \(n\), however this part is omitted due to lack of space.

Lastly, we discuss some special cases of this model. Let \(L_1 = N(d(t_2), t_2) + 1\) be the solution for the case where all the channels are identical, and \(L_2 = N^u(T, t_1, t_2, P) = (p, 1, d)\) be the solution for our general problem.

- For fixed \(p\), \(0 < p \leq 1/2\), \(d = 1\), and \(T = (2, 4)\), \(L_2 = \Theta(n^2)\), while \(L_1 = \Theta(n^2)\).
- For fixed \(p\), \(0 < p \leq 1/2\), \(d = 1\), and \(T = (2, 8)\), \(L_2 = \Theta(n^2)\), while \(L_1 = \Theta(n^2)\).
- For fixed \(p\), \(1/2 < p \leq 2/3\), \(d = 2\), and \(T = (4, 5)\), \(L_2 = \Theta(n^2)\), while \(L_1 = \Theta(n^2)\).

**V. PROBLEM 1 - THE GENERAL CASE**

In this section, we extend the solution from Section III. We provide a combinatorial translation for the general case of Problem 1, where \(T = (t_1, \ldots, t_t)\) and \(P = (p_1, \ldots, p_{t-1}, p_t)\), \(t_1 < t_2 < \ldots < t_t \in \mathbb{N}\), and \(0 < p_1 < p_2 < \ldots < p_{t-1} < p_t < 1\). \(A(T, P)\)-channel system of size \(N\) consists of \(N\) channels, where for each \(i \in [t]\), \([p_iN]\) channels are \(t_i\)-error channels.

Theorem 11 and Theorem 12 generalize Theorem 1 and Theorem 3 for arbitrary \(t\), respectively.

**Theorem 11.** For \(x, z \in V\), \(N^u(T, P, {x, z}) = N + 1\), where \(N = \min\{\left\lfloor \frac{N(x, z, t_1, t_2) }{p_i} \right\rfloor : i \in [t]\} \).

Now, we consider the non-sequenced case. Recall that if \(x\) is transmitted over a \((T, P)\)-channel system of size \(N\), then for all \(i \in [t]\) at least \([p_iN]\) of the outputs are in \(B_{t_i}(x)\), and all the \(N\) outputs are in \(B_{t}(x)\). Then, \(x\) does not have exact reconstruction if there exists a different word \(z\), where for all \(i \in [t]\) at least \([p_iN]\) of the outputs are in \(B_{t_i}(z)\), and all the \(N\) outputs are in \(B_{t}(z)\).

**Theorem 12.** For \(x, z \in V\), \(N^u(T, P, {x, z}) = N + 1\), where
\[
N = \min\{\left\lfloor \frac{N(x, z, t_1, t_2) }{p_i} \right\rfloor : i \in [t]\} \cup \{\left\lfloor \frac{N(x, z, t_1, t_2) }{p_i} \right\rfloor : i \in [t]\} \cup \{\left\lfloor \frac{N(x, z, t_1) }{p_i} \right\rfloor \}
\]
and \(\min \theta = \infty\).

**VI. SPECIAL SYSTEMS FOR \(T = (t_1, t_2)\)**

In this section we study special cases of two types of channels. For \(T = (t_1, t_2)\), \(t_1 < t_2\), and a constant integer \(a\), a channel system with \(N\) combinatorial channels is called a \((T, i, a)\)-channel system, \(i \in [1, 2]\), if \(a\) of the channels are \(t_1\)-error channels, whereas the others are \(t_2\)-error channels. If the size of a system is smaller than \(a\), then all the channels are \(t_2\)-error.

In this model, we consider both cases, sequenced and non-sequenced. For \(U \subseteq V\), we denote by \(N^u(T, i, a, U), N^u_k(T, i, a, U)\) the minimum size of a \((T, i, a)\)-channel system such that each \(x \in U\) has exact reconstruction, respectively.

In this section we solve the following problem for \(i \in [1, 2]\).

**Problem 2.** Let \(V\) be a finite set with some distance function \(d : V \times V \to \mathbb{N}\), for all \(U \subseteq V\), find the values of \(N^u(T, i, a, U)\) and \(N^u_k(T, i, a, U)\).

As before, we focus on sets of the form \(U = \{x, z\}\). The solution for this problem is presented in the next three theorems. The first theorem solves the problem for constant number of \(t_1\)-error channels. In this case, the minimum number of channels which are required for exact reconstruction does not depend on knowing the behavior of each channel.
The last two theorems present solutions for constant number of \( t_2 \)-error channels; Theorem 15 for non-sequence system, and Theorem 14 for the sequence one.

**Theorem 13.** For \( U = \{x, z\} \subseteq V \) and \( T = (t_1, t_2) \),
\[
N^k(T, 1, a, U) = N^d(T, 1, a, U) = N + 1, \quad \text{where}
\[
N = \begin{cases} 
N(x, z, t_1) & \text{if } N(x, z, t_1) \geq a, \\
N(x, z) & \text{otherwise}.
\end{cases}
\]
Note, that in almost all the cases
\[
N^k(T, 1, a, U) = N^d(T, 1, a, U) = N(x, z, t_2) + 1.
\]

Proof. If \( N(x, z, t_1) < a \), then a \((T, 2, a)\)-channel system of size at most \( N(x, z, t_1) + 1 \) contains only \( t_1 \)-channels.

Thus, according to Levenshtein [8], \( N^k(T, 1, a, U) = N^d(T, 1, a, U) \)
\[
N(x, z, t_1) + 1.
\]
If \( N(x, z, t_1) \geq a \), then it is clear that \( N(x, z, t_2) + 1 \) channels are sufficient.

For the second direction, without loss of generality, let us assume that \( x \) is transmitted over the system. If \( a \) outputs are in \( I(x, z, t_1) \) and all the \( N(x, z, t_2) \) in \( I(x, z, t_2) \), then \( z \) may be decoded incorrectly.

In the second case \( i = 2 \) and \( a \) is the number of channels with maximum \( t_2 \) errors. First, we state the solution for the case where the type of the channels is known.

**Theorem 14.** For \( U = \{x, z\} \subseteq V \) and \( T = (t_1, t_2) \),
\[
N^k(T, 2, a, U) = N + 1, \quad \text{where}
\[
N = \min\{N(x, z, t_1) + a, N(x, z, t_2)\}.
\]

Note, that in almost all the cases
\[
N^k(T, 2, a, U) = N(x, z, t_1) + 1 + a.
\]

Lastly, we solve Problem 2 for the non-sequence model.

**Theorem 15.** For \( U = \{x, z\} \subseteq V \) and \( T = (t_1, t_2) \),
\[
N^k(T, 2, a, U) = N + 1, \quad \text{where}
\[
N = \min\{N(x, z, t_1, t_2) + a, N(x, z, t_2), N(x, z, t_1, t_2) + a, N(x, z, t_1) + 2a\}.
\]

Note, that in almost all the cases
\[
N^k(T, 2, a, U) = N(x, z, t_1) + 2a + 1.
\]

Proof. The proof is similar to the one of Theorem 3. If a \((T, 2, a)\)-channel system consists of \( J = N + 1 \) channels, then, by the definition of \( N \), at least one of the following conditions exists:

1. \( J - a > N(x, z, t_1, t_2) \),
2. \( J - a > N(x, z, t_2) \),
3. \( J - a > N(x, z, t_1) \),
4. \( (J - a) - N(x, z, t_1) > J \).

The above conditions are symmetric for \( x \) and \( z \). Thus, without loss of generality, let \( x \) be the transmitted word. If Condition (1) or (3) holds, since \( J - a \) of the outputs are in \( B_{t_1}(x) \) and \( J - a \) outputs in \( B_{t_2}(x) \), then not all the outputs are in \( B_{t_2}(z) \). If Condition (2) holds, there are no \( J - a \) outputs in \( B_{t_1}(z) \). Thus, if one of the conditions (1), (2), or (3) holds, then \( z \) will not be decoded incorrectly. Regarding Condition (4), assume that we have \( m \) outputs in \( I(x, z, t_1) \), where \( m \leq N(x, z, t_1) \). In order to decode \( z \) incorrectly we must have at least \( J - a - m \) outputs in \( I(x, z, t_1, t_2) \) \( \setminus \{I(x, z, t_1)\} \). Furthermore, since \( z \) was transmitted at least \( J - a - m \) outputs are in \( I(x, z, t_1, t_2) \) \( \setminus \{I(x, z, t_1)\} \). Thus, we must have that
\[
2(J - a) - m \leq J \text{ in contradiction to Condition (4)}.
\]

For the second direction we have to prove that \( N \) channels are not sufficient to exact reconstruction where \( U = \{x, z\} \).

The following four conditions hold simultaneously:

1. \( N - a \leq N(x, z, t_1, t_2) \),
2. \( N - a \leq N(x, z, t_1) \),
3. \( N - a \leq N(z, x, t_1, t_2) \),
4. \( 2(N - a) - N(x, z, t_1) \leq N \).